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Over the years, it has been interesting to note how the term “outsourcing” has moved from an academic idea—to ensure an enterprise’s focus on core business—to a bad word in the press of developed countries, through to what is now seen as a business imperative. Outsourcing has also evolved over these years from outsourcing noncore business activities, which included information technology outsourcing (ITO) through to business process outsourcing (BPO), to the emerging trend of knowledge process outsourcing (KPO), which is effectively starting to outsource the core of a business (see the Evolution of Outsourcing Terms sidebar for definitions of these terms).

When most people think of outsourcing, they automatically think of a call center in India. This is no longer the case. Outsourcing providers can be local, regional or international. (See the Basics of Outsourcing sidebar for more information on the who, what, where, etc.) I have noted several airlines in the US that use home shoring to cover their call center activities, where people in Midwestern America, or anywhere in the world for that matter, can answer phones from the comfort of their own homes. By making use of the time differences as well as skilled staff, small architectural firms are finding value in sending basic design documentation to service providers in another country, who then produce detailed architectural drawings that would have taken their own staff more time at a greater cost. Another emerging trend I have noted is in the medical space, for example, with the interpretation of x-rays and other medical scans. In such a case, scans are taken at a hospital in the US and are e-mailed to a service provider in another country, who produces the detailed medical analysis and returns the findings to the hospital in a timely manner. These examples are miles away from the stereotypical call center in India.

What Does This Mean for IT Auditors?

Outsourcing represents a massive transformation for businesses around the world, and it is imperative to be aware of it and the associated business and IT audit implications. IT auditors need to be aware of how business is changing as a result of outsourcing activities and, from such changes, how this affects the risks in a business and where new controls are required. Accordingly, IT auditors must be flexible in how they assess risks and ensure that they are appropriately covered by the necessary controls.

In this emerging business environment of increased outsourcing activity, ISACA needs to be actively involved in providing guidance on the types of risks to be aware of and the types of controls that can be implemented to mitigate these risks. Further, ISACA can be active in providing guidance to IT auditors on how to perform the assessments of outsourcing activities.

In my global travels, I have noted that in developed countries, such as Australia, the UK and US, the press is reticent to discuss outsourcing. Enterprises have noted that it is not popular to publicly acknowledge outsourcing activities as there is a widely held, incorrect perspective that outsourcing takes local jobs away. This is not entirely correct; by outsourcing certain activities, there still remain higher value activities that need to be managed and monitored, such as client relationships that need to be managed and face-to-face activities that cannot yet be outsourced.

Governance and Control

Often when enterprises outsource their activities, they think that when something has been pushed to another enterprise, with a legally binding contract and monthly/quarterly
relationship meetings, the activity that has been outsourced will be looked after as they would have if they had not sent it elsewhere to be done. Further, there is sometimes the expectation that the third-party service provider will actually perform the activity better due to the many examples cited in their pitch to do this work. What often gets revealed as a result of process failure is that the third-party service provider does not have the same standard of controls as the originating enterprise. However, often, when this is identified, the problem is already systemic.

It is important to understand that an enterprise cannot outsource control. It is still ultimately responsible for the governance of its business activities. An enterprise can outsource the activity or the process, but its risk appetite may be different from that of its third-party service provider. Just as in any relationship, it is important to establish the enterprise’s expectations of the third-party service provider at the outset, to ensure alignment of interests. As such, it is important to look at the end-to-end process the enterprise is outsourcing, and ensure that the controls the enterprise expects to have are controls the third-party service provider is required to implement to fulfill its governance obligations to the originating enterprise—the paying customer.

Alongside the right to audit, processes should be put in place to check that the controls the enterprise has asked the third-party service provider to implement have indeed been implemented, are operating as designed and are effective.

When the outsourcing relationship is set up, it is important to be aware of cultural, technology and communications challenges. Critical in this is to ensure that the controls are covered and monitored. There are third-party assurance reports, in the form of the American Institute of Certified Public Accountants’ Statement on Auditing Standards (SAS) 70 (a US standard, which is quickly becoming the de facto standard globally for third-party reviews and opinions). These are independent reports that are designed for distribution to stakeholders.

Successful outsourcing activity is not usually defined by a contract, but by happy relationship people. The relationship managers from the originating enterprise and the third-party service provider are critical people in this arrangement.

Emerging Economies and Changing Demographics

In my travels, I have noticed that many of the developed economies have rapidly aging populations; governments of these countries are starting to recognize their aging populations and consider how this will affect their country’s competitiveness on the global stage. The emerging economies have the opposite issue and are custodians of the education of this large pool of young talent. IT auditors should be actively involved in ensuring that the young talent in emerging economies is not misdirected, and that it is equipped with strong skills to work in the new business environment.

There is a significant increase of activity in the emerging economies of Latin America, Central Europe, Malaysia, Vietnam and China. Many outsourcing companies are considering options to increase their presence in these locations. IT auditors need to have a strong understanding of how information flows move across the more developed to the emerging countries. They need to have a strong understanding of the regulations, laws and rulings in the emerging countries.
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Certification and the Disappearing Perimeter

By Steven J. Ross, CISA, CBCP, CISSP

It is not a particularly original observation that perimeter security of information systems is no longer effective.¹ There was a time, or so I seem to recall, that systems could be protected by allowing authorized users within a company to access the information on its computer system, but prevent outsiders from doing so. I speak of the system in the singular, because at that time, all information was contained in a centralized, mainframe environment, around which it was possible to build a virtual wall, keeping known users within and everyone else outside.

Today, both business conditions and the underlying technology that supports them have changed. Centralized mainframes have given way to distributed technologies. Concurrently, many companies have decomposed their business processes and turned some parts of the processes over to other companies, i.e., they have outsourced some of their operations. As a result, it no longer makes sense to prevent outsiders from having access to an organization’s systems and information; in fact, outsiders are invited in. Moreover, the collaborative nature of 21st century business means that competitors often share some business activities—in joint ventures, combined research, strategic alliances and other shared enterprises. Now, not only are strangers allowed within the gates, so are some enemies!²

Add e-commerce to the mix and we see customers, in addition to vendors, having access directly to their suppliers’ systems, entering their own orders, monitoring the progress of those orders (and often of the manufacturer of the goods themselves) and generally taking advantage of the Internet to intertwine their own operations and systems with those of the vendor. To continue with the unoriginality of the first sentence, the Internet has changed everything.

Establishing Trust

The disappearing perimeter has necessitated a variety of approaches to securing information, among them firewalls, compartmentalization and identity management. It has been my experience that these controls are effective, as long as the host systems are administered with a complete knowledge of the access entitlements of employees, contractors and remote third parties. However, it is a rare company that has anything close to a complete knowledge of the interactions among applications, infrastructure, data and users.

As a result of the blurring of boundaries among businesses and their IT environments, organizations are looking for reassurance about the security, recoverability, reliability and internal controls of the third parties with whom they are connected. Inherent in the complex interactions among vendors, customers, joint venturers and even competitors is trust.

The conundrum for these organizations is that while they are confident that they themselves are trustworthy, they are not so certain about the others. They would like to peer into others’ data centers but are leery of anyone looking into their own affairs. A number of solutions have presented themselves in the past:

- In my experience, the most common approach is blind faith, a tacit policy of “don’t ask, don’t tell.” This may be recognition of a situation in which one party lacks the influence over another to obtain anything more than vague assurance that security is adequate, without substantiation to support this assertion. If, for example, a company is reliant on a sole vendor of a unique product, there is little room for insisting on auditable evidence.
- In more equal relationships, one or both parties may obtain a contractual right of audit, which allows the auditors of one company to inspect, to a greater or lesser degree, the security of the other. Of course, such an arrangement is sensible only for very meaningful interactions—it would be quite obtrusive to have numerous examinations from multiple sources.

What Certification Is

Into the gap comes certification, a process by which an organization can be certified for adherence to specific standards. The best known of these in the security sphere, on an international basis, is the International Standard ISO/IEC 27001:2005, which is based on the British Standard (BS) 7799 and was published in October 2005 by the International Organization for Standardization (ISO) and the International Electrotechnical Commission (IEC), and, more recently, BS 25999-2:2007. ISO 27001 (as it will be referred to here for ease of reference) is the certifying standard for ISO/IEC 27002:2005, which is the code of practice for information security management. The nomenclature seems certain to have been designed to confuse, but, suffice to say, this pair of standards is internationally recognized as an information security baseline. BS 25999 relates to business continuity management (BCM). While not actually applicable outside Great Britain, it has rapidly attained worldwide respect as a point of reference, if not a standard.³

Without going into the arcana of the certifying process, a company wishing to be certified submits documentary evidence to BSI British Standards, the National Standards Body of the UK, validating that it adheres to the 11 security control clauses and their dependent security categories for ISO 27001 certification or the six clauses of BS 25999 for certification of its BCM program. Once the documentation
is reviewed for indication of adequate adherence to the appropriate standard, BSI performs an onsite audit before issuing a certificate. The audit is repeated every several years for recertification. Thus, the company in question can claim to be ISO 27001- or BS 25999-certified. Most important, in the context of the disappearing perimeter, other companies can have some basis for trust in the security or recoverability of the certified organization with which they do business.

Inasmuch as the standards in question have, to a greater or lesser degree, international recognition, certification against them carries weight around the world. ISO 27001 or BS 25999 certification is a benchmark of trustworthiness that may be a part of the glue that will hold an extended enterprise together.

What Certification Means
Certification is not an unbounded assurance of security or recoverability. Any individual or organization wishing to place reliance on an associated business’s certificate must understand exactly what is certified. Certification may extend to an entire enterprise, but it also may be limited to a division, a specific premise or a data center.

Moreover, ISO 27001 certification does not, in itself, mean that a company is secure, nor does BS 25999 certification mean that it is recoverable. The certifications indicate that the organization in question has followed a process that would—perhaps should—lead it to be secure or recoverable. This narrow distinction does not invalidate the basis of trust, but it does require associated parties relying on a certificate to understand exactly what they are relying on.

In an odd way, the words certificate and certification carry a double meaning in information security. Aside from validation of adherence to a standard, a digital certificate is the central element of a public key infrastructure (PKI). In both cases, a third-party certifying organization may be inserted in commercial relationships to create a basis of trust. Both have strengths and limitations, and both are essential to the evolution of a business world of extensive electronic interaction.

Endnotes
2 The term for this, “coopetition” is attributed to Novell’s Ray Noorda. See Brandenburger, et al., Coopetition, Doubleday, 1998.  
3 It is only fair to note that some individuals and trade organizations reject BS 25999, and point to other standards such as the American NFPA 1600 or the codes of practice of some of the business continuity management certifying bodies for professionals in the field. The issue is to an extent moot in this case in that the issue concerns the certification, not the standard.

Steven J. Ross, CISA, CBCP, CISSP is a director at Deloitte. He welcomes comments at stross@deloitte.com.

---

Modulo Risk Manager™ provides an integrated solution for:
- Compliance with SOx, PCI DSS, ISO 27001, ISO 27002, CobiT, BS 25999, HIPAA, FISMA, NIST 800–53a, A130, ITIL, ISO 20000, DOD 8500.2, Basel II and more
- Automating risk management and remediation progress measurement
- Centralized, consistent and comprehensive analysis of risk policies and controls
- Eliminating costly redundancy and reducing audit silos
- Incident, remediation and Business Continuity Management

Contact us for a presentation!
www.modulo.com | Toll free: 866-663-5802
Streamline the audit process
Improve audit visibility
Increase audit efficiency & productivity
Leverage assessments by other GRC groups
SAVE TIME, CONDUCT BETTER AUDITS

INTERNAL AUDIT SOFTWARE • THINK PAISLEY

Internal audit software from Paisley includes features for risk assessment, planning, scheduling, workpapers, reporting, issue tracking, time and expenses, quality assurance and personnel records. It is part of a comprehensive governance, risk and compliance solution that also includes functionality for financial controls management, compliance, risk management and IT governance.

Join over 1,300 leading organizations that utilize software from Paisley to increase efficiencies, reduce costs and improve the overall quality of financial, IT and operational audits.

PAISLEY ENTERPRISE GRC™ AND GRC ON DEMAND™ — Software for integrated audit, operational risk management, financial controls management, IT governance, and compliance. Call 888-288-0283 or visit www.paisley.com
Tommie W. Singleton, Ph.D., CISA, CITP, CMA, CPA
is an associate professor of information systems (IS) at the University of Alabama at Birmingham (USA), a Marshall IS Scholar and a director of the Forensic Accounting Program. Prior to obtaining his doctorate in accountancy from the University of Mississippi (USA) in 1995, Singleton was president of a small, value-added dealer of accounting IS using microcomputers. Singleton is also a scholar-in-residence for IT audit and forensic accounting at Carr Riggs Ingram, a large regional public accounting firm in the southeastern US. In 1999, the Alabama Society of CPAs awarded Singleton the 1998-1999 Innovative User of Technology Award. Singleton is the ISACA academic advocate at the University of Alabama at Birmingham. His publications on fraud, IT/IS, IT auditing and IT governance have appeared in numerous publications, including the Information Systems Control Journal.

Moore’s Law—which states that the number of transistors on a given chip can be doubled every two years—has been the guiding principle of progress in electronics and computing since Moore first formulated the famous dictum in 1965. During the time since, chips and computers have become simultaneously more powerful and less expensive. In some markets, “you can get 50 million transistors for a buck these days,” Moore said. In the late 1950s, some chips had 200 transistors; by 2005, Intel produced chips with 1 billion transistors. Semiconductor industry revenue has grown 800-fold since the late 1950s. There is little doubt that not only has Moore’s Law become a reality, and not only has it stood up for four decades, but it also appears that it will be sustained for at least one more.

It also is the driving force behind the creation of most of the new hardware technologies over the last four decades. Those advances have led to new major technologies at least every three to four years. One of those new technologies is Virtual Machine (VM). Although IBM has had VM technology since about 1972, it is only recently with the more powerful and less-expensive servers, and the development of new VM tools, including IBM’s newest Z-series mainframes, that VM has become a significant cost-savings technology. By the end of 2007, 75 percent of companies with 1,000 or more employees were using virtualization technology. But, by 2009, it is estimated that 60 percent of production VMs will be less secure than physical counterparts. A Virtual Machine, the hardware type vs. the software type, allows multiple operating systems (O/S) to coexist on the same machine in isolation from one another, to avoid conflicts and inoperability. Thus, several single-task O/S can operate simultaneously on a single server (computing machine). The O/S can be different, even incompatible. There is an obvious efficiency outcome, both in money spent on server hardware, but also in the concomitant space needed, maintenance of hardware, and other service costs of hardware. Altogether, companies can save a significant amount of costs by switching from server farms to VMs.

It could also be configured to handle multiple partitions of the same O/S to avoid similar problems. For example, untested code can be tested and debugged in its own VM partition, isolated from operating code in another partition on the same server, thus preventing the untested code from causing operational problems. This configuration also saves costs in establishing an adequate testing environment. The untested partition (VM) acts as a staging area or sandbox. This configuration would be a best practice, testing code thoroughly and safely before it becomes operational. VM is often configured to handle special software services, such as XML or Web Services, and pass the data on through to operational applications and databases that may exist on the same server.

In some respects, moving from a traditional server machine to a virtual machine is somewhat like moving from a single computer to a network of computers. The primary difference is one of exponential increase in risks associated with scope (points of access, opportunities for nefarious activities, etc.).

It is also true that auditing a VM server is similar to auditing any server. According to experts, the same principles, best practices and basic audit approach should be used for a group of VMs as for a server farm. IT audits should, and do, use past experience with traditional servers on audits of VM servers.

However, there are some proprietary facts about VM. For example, VM tools are different from the traditional server tools; it takes only minutes to establish a new VM server (compared to hours or days for a physical server).

This article attempts to outline those aspects that are similar, and the unique
aspects of VM that every IT auditor should know when auditing VM technology. The focus of this article deliberately excludes tools in favor of providing the basics of what IT auditors would need to know and do with or without VM tools.

**Risk Assessment**

Virtually all types of audits in today’s world begin with a risk assessment. Audits of VM are no different. But the IT auditor needs to understand the peculiar risks associated with VM. The main concerns are how IT resources are separated and aggregated in a VM environment, and how the VM environment security is managed.

For instance, the fact that several partitions normally are physically located on a single server increases the risk of malicious activities. In a “regular” host/server of the past, if an attack occurred, it would normally be restricted to the data on that machine. In VM, an attack could penetrate several different databases located on various VMs on the host machine. Thus, the risk of malicious attack in VM is greater due to scope.

The same is true about administrative access to the host machine. Because administrative (admin) rights could affect all partitions, the management console needs to have tight access controls, locked down to specific users and specific partitions or machines. Once access is gained, the person with admin rights could gain access to any of the databases or applications in any of the several partitions. A typical mistake in VM management is to allow too much access to users, for example, a developer given admin rights to a VM partition.

**Understand the System**

Another key and common ingredient to audits is gaining an understanding of the technologies and/or systems to be audited. That is, of course, true for VM as well.

As with any network, the IT auditor should gain an adequate understanding of the infrastructure and how controls are embedded, or overlaid upon, the partitions and server(s):
- Are the partitions different operating systems?
- Are the partitions on a single server or across servers?
- What partitions exist for which environments on which boxes (i.e., a network map)?
- Are there controls over each partition similar to those expected for a server?
- Are there controls for specific users that limit access and read/write capabilities?
- Does a standard naming convention exist, and, if so, what is it—for server, partition, library/folder names? These, of course, help IT auditors perform their duties.
- What controls are in place for deploying multiple copies of software (maybe thousands)!

The implications should become intuitive from these questions. If the partitions are on the same host server, and if the configuration (e.g., password policy) has control deficiencies, then that single control deficiency actually affects multiple virtual servers (partitions). The same is true for faulty admin access—it affects multiple virtual servers. Thus, the impact of the control deficiency is greater than it would be for a traditional physical server.

The opposite is also true. If the entity has employed the best practice of centralizing management of multiple environments using some appropriate standards, it may have chosen to simplify the application of its policies by employing VM to manage multiple environments from a single access control.

The understanding of the VM environment and subsequent evaluation and testing of controls will likely focus on the network map. The IT auditor should determine where in the VM world the following types of systems are located, if they exist:
- Systems development
- Systems testing (staging or sandbox environment)
- Production systems (the larger the company, the more of these will exist)
- Regional business unit servers (if applicable)

Last, the IT auditor should be able to evaluate the completeness and accuracy of VM documentation. For instance, the IT auditor would want to evaluate/test change controls. In the VM world, the IT auditor needs to make sure the documents for change control being validated are from the right partition and on the right server. It is also necessary to know with certainty how to determine completeness and accuracy of the change documentation.

The bottom line is that the IT auditor needs to be able to evaluate the process of creating, deploying, managing and making changes to virtual machines.

**Best Practices**

As always, the IT auditor should be aware of some of the best practices as a benchmark for effectiveness of controls, operations and business processes. There are guides for VM, such as the Center for Internet Security, the Defense Information Systems Agency and server leader VMWare. IT auditors should obtain a copy of these and read them. They can provide a summary set of lock-down and hardening policies that are customized for the various environments that might exist in VMs.

IT auditors should then use those best practices as a baseline and during the audit, and on subsequent audits, make sure the controls over the virtualization layer have not “drifted.” One way to avoid drift is to keep patches up to date—a well-known best practice for servers and networks. The IT auditor needs a way to evaluate the currency of relevant patches to the VM.

The IT auditor would check for best practices of traffic from one server to other servers, and from server to external devices. IT auditors would evaluate the sufficiency of controls such as a (virtual) firewall and (virtualized) intrusion detection system, where applicable. A developing best practice is to exclude the use of VM in the DMZ (the layer between the Internet and the entity’s LAN).

A primary concern, as mentioned above, is that of the management console. Best practice calls for management tools to run on a separate network. Such a configuration has the potential to prevent VMs from prying into the console communications with which it is trying to control the VM.
A similar best practice is the hypervisor, the software tool that houses the VM servers. There is an embedded type of hypervisor that comes with the physical VM and is not part of a general purpose O/S. VMware’s embedded hypervisor is only 32 MB (skinny by comparison; and the smaller the code, the safer it is from breaches). This, combined with the fact that it is not part of an O/S, increases the security of the hypervisor.

Conclusion

Much of what the IT auditor does in an audit of VM is to apply what works effectively in audits of physical servers. However, the IT auditor should consider evidence and assurance regarding controls over those unique aspects of VM. IT auditors should, therefore, become aware of best practices in VM. By using basic IT audit techniques, and applying them to special circumstances that exist in the VM world, the IT auditor will be able to provide the same quality audit as those of physical servers.

Endnotes

3 There are process VM that create temporary VMs to support a process, from software that “evaporates” when the process is completed. Sun uses Java Virtual Machine, and Microsoft uses Common Language Runtime in its .NET environment. Both of these are examples of process, or software, VM.
5 When changes cause subsequent versions of the VM configuration to be removed somewhat from best practices, it is known as “configuration drift.”
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Phishing and Countermeasures: Understanding the Increasing Problem of Identity Theft

Reviewed by Vishnu Kanhere, Ph.D., CISA, CISM, AICWA, CFE, FCA

Phishing has become a universal phenomenon and a major threat worldwide that affects all industries and businesses that have an online presence and provide online transactions on the Internet. In fact, progressively, phishing is being resorted to, not by novice hackers and crackers, but by organized criminal gangs to exploit Internet users in a systematic way.

A comprehensive source of reference, organized into 19 chapters and an index, Phishing and Countermeasures is put together in such a way that readers with some exposure to computers and computing will be able to understand and use it, without the need for any expert technical knowledge of the subject. The chapters have sufficient definitions, technical expositions, figures, charts, screenshots and tables to provide the necessary detailing.

The book aims to lay the foundation for understanding phishing and devising antiphishing techniques. Phishing is equal parts technology and psychology. Educational campaigns create awareness among users and help in the fight against phishing. The authors feel that these do not necessarily have a long-term benefit, as phishers are also educated by these campaigns and quickly learn how to tailor their baits so that users do not recognize them. To really understand phishing, one needs to wear the “hat” and put oneself into the “shoes” of the hacker/phisher and, short of actually victimizing people, should actually try phishing measures so that appropriate countermeasures can be developed using technology.

The first four chapters give an overview of the problem of phishing. The fifth chapter outlines some of the common countermeasures. Chapter six discusses spear phishing that infers or manipulates the context of the victim before mounting an attack. Chapter seven brings out mistakes that an average computer user can and will make and their impact on system design.

Chapters eight, nine and 10 describe techniques of how machines can identify humans and their identity. Chapter 11 describes distributed phishing attacks that make the takedown of all involved web sites, following discovery, extremely difficult.

Chapters 12 through 15 describe security measures associated with browsers. Chapter 16 highlights problems associated with the use of certificates and how users react to them. Chapter 17 gives insight into assessments of risks associated with threats and the methods used to assess the benefits of security tools in these situations. The legal aspects and issues concerning phishing, in the US context, are discussed in chapter 18.

Finally, chapter 19 gives an overview of the future. Currently phishing attacks are primarily mounted using e-mails, but it is quite likely that these will spread to other messaging techniques, such as instant messaging, Short Message Service (SMS) and text/image-based messages, and Voice-over Internet Protocol (VOIP).

In such a scenario, the only logical way to counter phishing seems to be to rely on the triad of technology, legislation and awareness:

• **Technology**—To counter phishing attacks and make them difficult to mount
• **Legislation**—Made more stringent to deter such attacks by making them less worthwhile if discovered
• **Awareness of the users**—So that a lesser and lower number of people fall prey to them, thereby frustrating those involved in phishing

The large numbers of contributors and their inputs, ably assembled and presented in this book, make this useful for computer scientists, information systems (IS) auditors, security professionals, students, researchers, law and policy makers, software developers, and system designers.

**Vishnu Kanhere, Ph.D., CISA, CISM, AICWA, CFE, FCA**

is an expert in software valuation, IS security and IS audit. A renowned faculty member at several management institutes, government academies and corporate training programs, Kanhere is a member of the Sectional Committee LITD 17 on Information Security and Biometrics of the Bureau of Indian Standards. He is currently newsletter editor, academic relations, standards and research coordinator of the ISACA Mumbai Chapter; member of the ISACA Publications Committee; honorary secretary of the Computer Society of India, Mumbai Chapter; convenor of a special interest group on security; chairman of WIRC of eISA; and convenor of the security committee of the IT cell of Indian Merchants’ Chamber. He can be contacted at vkanhere@vsnl.com or vishnukanhere@yahoo.com.

**Editor’s Note:**

Phishing and Countermeasures: Understanding the Increasing Problem of Identity Theft is available from the ISACA Bookstore. For information, see the ISACA Bookstore Supplement in this *Journal*, visit [www.isaca.org/bookstore](http://www.isaca.org/bookstore), e-mail bookstore@isaca.org or telephone +1.847.660.5650.
IT Risk: Turning Business Threats Into Competitive Advantage

By George Westerman and Richard Hunter

Reviewed by Reynaldo J. de la Fuente, CISA, CISM

This book fills an existing gap, addressing IT risk in a friendly way, making it possible to tackle the subject without having to cope with tough and complex risk quantifications. It provides the necessary knowledge and focus on risk management to support the study of domain four of the Certified in the Governance of Enterprise IT (CGEIT) certification job practice for those considering the CGEIT exam.

The book approaches IT risk not as a technical issue, but as a business and management one. It can be thought of as being split in three parts. Part one is about the framework and the overall approach to risk management. Part two concentrates on the actionable management steps business and technology executives can use to manage risk. Part three looks at the future and proposes improvements to risk management.

Part one includes the following chapters:

• Chapter 1: The 4A Risk Management Framework—The authors introduce here a framework of four A’s that looks at risk from a business perspective, rather than an assurance or compliance perspective. The four A’s that define IT risk are:
  – Availability—Keeping business processes and information flowing through the business
  – Access—Ensuring that the appropriate people, including customers and suppliers, can get the information and functionality they need to be effective
  – Accuracy—Concentrating on providing timely and complete information to meet operating and oversight needs
  – Agility—The ability to change with managed cost and speed

• Chapter 2: The Three Core Disciplines of IT Risk Management—These are:
  – A well-structured foundation of IT assets, an installed technology base of infrastructure and application technologies, and supporting personnel and procedures
  – A well-designed and well-executed risk governance process that provides an enterprise-level view of all risks
  – A risk-aware culture in which everyone has appropriate knowledge of risk

Part two includes the following chapters:

• Chapter 3: Fixing the Foundation—Strengthening the base of the pyramid; the importance of infrastructure in risk management

• Chapter 4: Fixing the Foundation—Simplifying the base of the pyramid; about how complexity drives risk, cost and performance levels. The authors make a critical point when they show how change in infrastructure is IT change, while change in applications is business change.

• Chapter 5: Developing the Risk Governance Process—Covering how to manage and make decisions regarding IT and business risks

• Chapter 6: Building a Risk-aware Culture—The authors make an important connection between risk and culture, and a critical distinction between being risk-aware and risk-averse.

• Chapter 7: Bringing the Three Disciplines up to Speed—Concentrates on the program and patterns for effective implementation.

With the tools of chapter four and the scenarios of chapter six, the authors have built a good example of a midsized company finding its legacy applications—and the lack of agility in them—to be a key risk, and the need to invest in replacing and upgrading systems to make maintenance and evolution easier and less risky.

Part three includes the following chapters:

• Chapter 8: Looking Ahead—Talks about how to incorporate risk management as a positive force in planning and strategy setting

• Chapter 9: Ten Ways Executives Can Improve IT Risk Management—The book closes with a brief reminder of different ways executives can improve IT risk management. Some of these ways are:
  – Treat IT risk as business risk.
  – Simplify the foundation.
  – Give to every employee an appropriate awareness of the risks, vulnerabilities and policies that matter most to them.
  – Measure effectiveness.
  – Lead by example.

Overall, this is a must-read for chief information officers and IT risk management and IT governance professionals. It is also recommended reading for chief executive officers (CEOs) and others who want to understand how to manage IT risk.

Reynaldo J. de la Fuente, CISA, CISM is CEO of Datasec (www.datasec-soft.com), an IT governance, security and assurance company in Uruguay specializing in ad hoc software development. He was recognized with ISACA’s 2005 John W. Lainhart IV Award for outstanding contribution to developing the profession’s common body of knowledge. He has served in several ISACA chapter and international positions since 1993.

Editor’s Note:

IT Risk: Turning Business Threats Into Competitive Advantage is available from the ISACA Bookstore. For information, see the ISACA Bookstore Supplement in this Journal, visit www.isaca.org/bookstore, e-mail bookstore@isaca.org or telephone +1.847.660.5650.
Practical Guidance on Establishing the Val IT Value Governance Process

By Sarah Harries and Peter Harrison, FCPA

Implementing Val IT in an established, complex enterprise is not necessarily easy. Is it worth it? Well, if the enterprise wants to get the maximum business value from its IT-enabled investments—yes! But, where does one start? Addressing the Value Governance (VG) process first is the ideal answer, because VG establishes the governance framework on which the other two domains of Val IT, Portfolio Management (PM) and Investment Management (IM), depend.

This article describes six typical issues that might be encountered when implementing VG and offers practical guidance on how to overcome them.

Typical Issues in Implementing VG

The typical issues in implementing the VG process include:

- **Underestimating the emotions and politics involved**—Governance is a touchy subject; it is about the power structure of an enterprise and the individual behaviour expected within that structure. Humans are naturally resistant to behavioural change, especially if they have not bought into the reasons for it. Whatever changes are proposed will not be accepted and certainly cannot be sustained, unless there is backing and sponsorship at the highest levels. This is also necessary because most of the significant issues that need tackling run across multiple areas of the enterprise and cannot be solved by lower levels of management.

- **Assuming who calls the shots**—Val IT calls for clear and active linkage between the enterprise strategy and the portfolio of IT-enabled investment programmes. Decisions on what should be included in the portfolio of active investments may be fragmented between the chief information officer and business executives, who may each make assumptions regarding how and by whom decisions should be made.

- **Designing in isolation**—An enterprise’s governance framework is rarely holistic but rather a mishmash of elements operating in silos. It may well have evolved over time, in a rather piecemeal fashion, with policies and processes sporadically implemented to address specific ad hoc issues or requirements.

- **Ignoring established and successful methods**—Enterprises that exist, particularly those that have grown and succeeded in difficult markets, must be doing something right. To suggest that well-established, tried and tested methods and approaches should be cast out in favour of new ones will be a hard message to sell to the stakeholders.

- **Thinking about reports, but not what is done with them**—Governance is about getting the right information to the right people at the right time to enable them to make the right decisions. It is easy enough to design a new report, create a board to scrutinise it and organise a meeting at which they discuss it; however, change happens only when actions follow the board’s decisions.

- **Assuming the enterprise will stand still**—Markets change and so must strategy if the enterprise wants to keep up with the changes. Even in the public sector, policies are constantly changing, as do the department’s spending priorities. Governance needs to support the enterprise; it must contain adequate controls to avoid exposure to unacceptable risk, yet it must be lean and easy to change. This last point is critical if the enterprise needs its governance to support agility rather than prevent it.

How to Avoid the Pitfalls

The following actions can help one avoid the pitfalls of the VG implementation process:

- **Acquire senior sponsorship**—The most significant factors contributing to the poor take-up of good governance are denial and internal politics. Governance arrangements need to be seen by all stakeholders as value-creating, rather than distracting
resource burners. If senior key stakeholders can see how the changes proposed will make their own jobs easier, it is much more likely that their sponsorship will be acquired, which will also help to enforce and sustain the proposed changes.

- **Ensure alignment between business planning and service management planning**—The governance framework should include a board that fulfils the role of an IT strategy committee (see CosIT) or investment and services board (see Val IT). These would include senior representation from the business functions and the IT function (and major suppliers, if applicable), so that strategic direction of the enterprise can be discussed and the overall strategy of the IT service aligned with it.

- **Ensure appropriate accountability, apply the rule of subsidiarity**—Keeping the governance lean does not mean having as few controls as possible; rather, it means designing it in such a way that decisions can be made at the most appropriate level. Essentially, nothing should be done at a higher level that can be done as well or better at a lower level.

- **Develop the governance framework from the top down**—This is especially true of enterprises that have disparate business units or geographies, as they are likely to have established silos and layers of governance. Understand the scope (breadth) of the changes to governance required and then start at the top layer. Senior stakeholder sponsorship is vital in all the areas that are currently regarded as autonomous; otherwise, the change will be impossible to sustain.

- **Consider all the dimensions**—In scoping out the changes required for governance, ensure that all the dimensions of change are considered: business, technology, organisation, people and processes. Remember that some changes will affect dealings with external enterprises, so plan for appropriate communications.

- **Keep what works**—Find ways to introduce small changes at first, such as eliminating duplicated responsibilities in the various boards and forums, to enhance and improve existing systems. This will be much easier to enforce and subsequently build on, than starting from scratch. It will also help to win over internal stakeholders to support the wider-scale changes that follow.

- **Define end-to-end reporting requirements**—Reports should also be documented, with their typical contents, frequency, author/owners and recipients. Decisions that are made by these governing bodies and any actions allocated, should be recorded and communicated back to the appropriate people and, where relevant, accepted by them as actions or incorporated into the relevant plans (e.g., programme plan, service improvement plan, change plan).

- **Document and communicate roles, responsibilities and accountabilities**—Accountability for the VG process itself must be allocated. The VG process owner will be responsible for ensuring that as much as possible is documented and communicated to the right people. Documentation is important if new stakeholders need to be informed, responsibility needs to be passed on, rules need to be enforced, or changes need to be made and agreed upon.

- **Plan for more change**—Make sure there is a process in place to assess periodically the effectiveness of the governance framework, and to change it where necessary.

The minimum frequency should be annually, and reviews should always assess whether any processes can be made more ‘lean’.

**Figure 1** provides a breakdown, process by process, of the typical issue and steps to avoid in establishing the VG process.

<table>
<thead>
<tr>
<th>Typical Issues</th>
<th>Steps to Avoid These Issues</th>
<th>Val IT Framework 2.0 Processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Underestimating the emotions and politics involved</td>
<td>Acquire senior sponsorship.</td>
<td>VG1</td>
</tr>
<tr>
<td>Assuming who calls the shots</td>
<td>Ensure alignment between business planning and service management planning.</td>
<td>VG1</td>
</tr>
<tr>
<td></td>
<td>Ensure appropriate accountability.</td>
<td>VG1</td>
</tr>
<tr>
<td>Designing in isolation</td>
<td>Develop the governance framework top-down.</td>
<td>VG2</td>
</tr>
<tr>
<td></td>
<td>Consider all dimensions.</td>
<td>VG4</td>
</tr>
<tr>
<td>Ignoring established and successful methods</td>
<td>Keep what works.</td>
<td>VG2</td>
</tr>
<tr>
<td>Thinking about reports but not what is done with them</td>
<td>Define end-to-end reporting.</td>
<td>VG5</td>
</tr>
<tr>
<td></td>
<td>Document and communicate roles, responsibilities and accountabilities.</td>
<td>VG5</td>
</tr>
<tr>
<td>Assuming the enterprise will stand still</td>
<td>Plan for more change.</td>
<td>VG6</td>
</tr>
</tbody>
</table>

**Editor’s Note**

Readers are encouraged to review Val IT (www.itgi.org/valit), as described in *Enterprise Value: Governance of IT Investments, The Val IT™ Framework 2.0* and *Enterprise Value: Governance of IT Investments, Getting Started With Value Management*, and share it with key governance stakeholders within their enterprises.
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Five Questions With...
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Question
What are the effects of corporate governance, risk management and compliance pressures on corporate data?

Answer
The effects of corporate governance, risk management and compliance pressures on the management team of an enterprise have been oft publicized. It is foolish, however, to assume that these pressures start and end in the boardroom. Database professionals face similar pressures in choosing and maintaining the systems and processes that will help protect the integrity of corporate data.

Information (data) can be a company’s most valuable asset, and properly protecting the data is often a common element in addressing challenges related to governance, risk and compliance. Data auditing is a primary means for protecting corporate data assets against potential risk and loss. It provides an unimpeachable record of corporate data use, allowing enterprises to validate compliance and implement key practices to ensure that the company operates at the very highest levels of ethics and compliance. Data auditing is key to identifying potential legal threats, because it provides a transparent view of the evolution of information upon which corporate financial reports and other corporate legal documents rely.

Question
How can you simplify the massive task of data auditing?

Answer
When considering the quantity of electronic data within each organization, data audits can seem immensely time-consuming and expensive. Many businesses, in fact, avoid auditing altogether; they choose to react to situations as they occur and face the consequences at that time.

While undoubtedly an enormous task, electronic data auditing and proactive strategies are possible and manageable. Automation, by far, is the easiest and most cost-effective means to protect your intellectual property. Automation offers a scalable solution, rarely escalating in price as organizations grow. And, having an automated system minimizes the burden on employees and managers. More important, these systems require little to no human intervention. This means they can adapt to any organization throughout its life cycle and they are much less susceptible to human error.

Question
How does data auditing help good governance?

Answer
Informed decision making in corporations depends on the integrity of the information available to executives. For corporate leaders to make good decisions for the enterprise and its stakeholders (e.g., investors, customers, employees), information must be accurate and trusted. Today, with employees, customers, partners and other individuals having access to data that were previously available only in highly restricted back-office situations, corporations must monitor this expanded access to ensure that the information remains trustworthy. A company without a means to audit data access may base decisions on erroneous information, create weak governance procedures, and invite business and legal problems.

Independent audit solutions, beyond the reach of a small group of privileged users, can ensure data integrity and contribute to good governance. It can also provide business benefits that extend beyond compliance.

For example, if the proposed data auditing solution complies with internal corporate policies and processes, it can extend the company’s adherence to these policies and help ensure that individuals and divisions within the enterprise are operating with the same set of ethical guidelines.

Second, a comprehensive data auditing solution can improve internal business processes by tracking and identifying data changes in areas that may not be relevant to public financial reporting or compliance requirements, but could be important in improving product development or manufacturing or creating significant cost savings that would benefit the company.
Third, information available through audit records can be used to answer ad hoc business questions, an important business process that may not be part of regular reporting mechanisms. A data auditing solution can track information and changes to data in the corporate database, historical information that previously would have been lost or very difficult to obtain.

With the independent controls that a data auditing solution offers, corporations have the necessary information to prove that their data are accurate and that only authorized changes have been made. This type of internal detection system provides good data to help assure good governance.

**Question**

How are enterprises addressing risk management in their new corporate agenda?

**Answer**

Enterprises are addressing risk management in ways they have never done before. An effective risk management oversight system is one of the most essential business tools to identify and manage risks that potentially threaten a company—risks such as fraud, failed audits, lost customers, damage to brand and reputation, and shareholder lawsuits.

A critical component for a thorough risk management system is data auditing. As discussed earlier, auditing an enterprise’s databases can safeguard data integrity and, thus, improve business operations. With more sensitive corporate data being captured and maintained electronically, it is the only means to detect changes in corporate information or learn of unauthorized access that could create legal problems.

Today, executives are insisting, and rightfully so, that their management team develop a risk profile for the company and review it frequently, and that internal auditors and the board audit committee be an integral part of this effort.

Although many think that hackers or breached firewalls are the major threat to data integrity, access to corporate databases by unauthorized employees and errors made by internal users are the real culprits. To combat this internal threat, an enterprise data auditing solution provides a trusted, unimpeachable audit trail that eliminates the back doors to corporate data by auditing direct database access by internal users, including privileged IT users.

Important factors that minimize risk when a corporation implements a data auditing solution are the segregation of duties and the separation of the audit system. This ensures that the people who are charged with maintaining the database are not the same as those who conduct the audit. This can be accomplished by instituting a data auditing solution that can be maintained by a different group of employees, to protect against error or misuse by privileged users.

**Question**

What types of approaches are generally applied to data auditing?

**Answer**

In the past, there were two generally applied approaches to data auditing, but these may create potential risks or increase the costs of implementing compliance.

Application modifications change the source code of every application that might be used to access the data of interest. This approach can substantially increase the implementation cost of compliance auditing and reduce confidence in the ability to capture a complete audit trail, creating security vulnerability or risk because of the inability to capture changes to permissions and schema.

Trigger-based collection at the data source is the traditional means to capture data modifications. These triggers, which are special-purpose application logic, are extremely difficult to write correctly. The main concern of IT departments over triggers is the substantial run-time performance overhead. In addition, triggers cannot capture data views or changes to schema and permissions.

Nontrigger tracking at the data source is made possible through audit agents, which are associated with each database server containing important data. These audit agents harvest information about data-related activity, and because they operate at the database server, they capture all relevant data activity, regardless of the application used. Applications need not be modified to accommodate this approach.

The ideal solutions for auditing data activity depend on an effective data capture capability. The best approach minimizes performance overhead while consolidating a complete audit of data access across multiple servers and providing active monitoring and alerting. Enterprise-class database audit software provides the ability to capture a wide range of data-related activity, consolidate and manage this information across multiple servers, review and analyze it in a variety of ways, create reports about the activity at various levels of detail, and send timely notifications about certain kinds of detected activity. Prudent organizations are implementing these solutions to meet today’s demanding data auditing requirements.
Governance: Worldwide Discussions

Governance has been an issue for millennia. Egyptians, Greeks and Romans set up different power structures and processes for decision making. Many recent events such as the following have put governance questions back in the headlines:

• The 2008 Olympics in Beijing. Who decided on Beijing? A private not-for-profit organization, the International Olympic Committee. Why? On what basis? What were the commitments taken? What enforcement powers were set out? Why did many countries boycott the opening ceremonies to express their disapproval?

• The 2008 US presidential election. Who decided on who could participate in primaries? Why is it different for each state, for each party? How were delegates and super delegates attributed? Is it fair that Florida and Michigan voters do not have a real say in the designation process? Some states had a winner-takes-all approach and others had a proportional rule, why? In the presidential election itself, what makes it acceptable to have an elected president with fewer votes than his opponent?

• The 2008 international financial crisis. Why have US and European Central Banks taken opposite options relative to setting interest rates? In the US, the Federal Reserve Bank’s mandate is quite large—it covers both inflation and economic growth, whereas in Europe, the primary objective is to maintain price stability. Which is most appropriate? Who has a say in these institutions?

Similar questions exist relative to the mandate, representation, veto power and type of authority of organizations such as the United Nations, G8, G20, International Criminal Court and nongovernmental agencies and to the mechanisms that need to be in place to deal with issues such as the Kyoto Protocol to reduce carbon dioxide emissions; the potential quick, worldwide spread of pandemics; or the trade discussions of the World Trade Organization.

The current governance principles and structures of these organizations have been subject to criticism and controversy. Are they effective to deal with the new expectations? Do they take into account the current interests and influence of the various stakeholders? Each country, each culture, sees the corresponding benefits and constraints with its own eyes. It is not easy to find the appropriate, acceptable mechanisms to share power. There is no clear consensus as to who should be involved, who should have veto power, what type of authority they should have, etc. This is why governance changes are high on the agenda and appear to be critical in ensuring that current and future expectations be met.

Governance Is a Business Issue

As in other domains, the context has changed in the business world and modifications to the governance structure have come to light.

Originally, the business owner had the most say in decisions in the enterprise. Then, corporate structures were put into place to facilitate decision making, as ownership was spread over millions of shareholders. Boards of directors took over many responsibilities. But with time, the chief executive officer (CEO) ended up having a large say in the composition of the board and, in many instances, ruled and controlled the company and its strategy. The only option for shareholders appeared to be to sell their shares if they were not happy with the performance of a specific organization. Many think that this situation contributed significantly to business demises such as Enron and WorldCom.

Proposals were made to reequilibrate the power structure by giving more power and responsibilities to the board and to specific committees, such as the audit committee, to better deal with internal control and fair financial reporting or the remuneration committee to better deal with the basis for the type and the level of remuneration of the CEO. New legislation was put into place, such as the US Sarbanes-Oxley Act and Basel II. Compliance with these pieces of legislation has taken a lot of attention, energy and cost. But, is there appropriate governance set up and applicable all over the world?

New forms of value creation have also appeared recently with, for example, the advent of the Wiki world, with multiple authors and shared intellectual property. This creates muddied ownership and governance issues. Furthermore, there are new governance expectations relative to transparency, corporate responsibility, power sharing and accountability.

Few universally acceptable, agreed-upon governance systems, if any, seem to have surfaced. This is why governance is still high on the agenda of many enterprises.

Governance of IT Is Critical to Success, Yet Remains a Challenge

Originally, IT was implemented to automate processes of enterprises and enable gains in productivity. For many decades, the CEO relied on the chief information officer (CIO) to set up and execute the IT strategy. Others within the enterprise had little to say—but as IT became more strategic and a critical enabler for business transformation and value creation, and also more risky, new governance issues appeared.

Which stakeholders should have a say in decision making? Who should decide on IT budgets, on priorities between
projects, on performance indicators? How should business govern IT? How should the IT function govern IT to respond to business expectations? Should the CIO’s role and profile evolve? Which IT committees should be set up? Who should be part of them? What competencies should they have? What kind of decision-making power, responsibilities and accountabilities should they have? To whom should they report? On what should they report? How should they fit with the other governance structures within the organization? What ensures that IT is aligned with business? These and other similar questions are critical issues for most enterprises. Convincing answers have not come easy. Furthermore, traditional stakeholders often do not have the IT competencies and experience to make sound decisions.

In this context, what is the proper way forward?

**The Way Forward: An Integrated Enterprise Governance Approach**

If only someone would come forward and put all the pieces of the governance maze together, including governance frameworks, principles, structures, processes, practices, views, activities, relationships, roles and responsibilities, and objectives. And, how does all this fit with management frameworks, principles and structures?

To help respond to the above question, the IT Governance Institute® (ITGITM) led an initiative, Taking Governance Forward, to provide an integrated high-level overview of governance.

Enterprises exist to deliver value to their stakeholders. This is done by handling risk advantageously and using resources responsibly. Speedy direction setting and quick reaction to change are essential—decision making must be shared among many. Therefore, governance comes into play. Successful enterprises implement an overarching system of governance that facilitates the achievement of their desired outcomes, both at the enterprise level and at each level within the enterprise.

In this context, a holistic definition of enterprise governance is proposed:

*Governance is the framework, principles, structure, processes and practices to set direction and monitor compliance and performance aligned with the overall purpose and objectives of an enterprise.*

This definition is completed with high-level answers to the following governance questions.

Who is accountable and responsible for governance? Stakeholders, owners, governing bodies and management are responsible and accountable for governance.

What do they do, and how and where do they do it? They engage in activities (set direction, monitor compliance and performance) in relationship with others and use enablers (frameworks, principles, structures, processes, practices) within the governance view appropriate to them (governance of the enterprise; of an organizational entity within the enterprise such as a business unit, division or function; and of a strategic asset within the enterprise or within an organizational entity).

Why do they do it? They institute governance to create value for their enterprise, determine its risk appetite, optimize its resources and use them responsibly.

In summary, the accountability and stewardship are delegated to a governance body by the owner/stakeholder, expecting it to assume accountability for the activities necessary to meet expectations. In alignment with the overall direction of the enterprise, management executes the appropriate activities within the context of a control framework, balancing performance and compliance in achieving the governance objectives of value creation, risk management and resource optimization.

Each enterprise needs to determine its appropriate overall governance system. To help, it was considered that governance implementation guidance and identifying, positioning, comparing and mapping governance frameworks, principles, structures, processes and practices, currently in use, would be beneficial. As a first step, implementation guidance and an initial mapping of IT governance enablers was initiated by the ITGI’s Governance on a Page Working Group; much more work needs to be done and more people need to be involved, before a comprehensive overview of governance can be provided.

**The Way Forward: A Collaborative Initiative**

ITGI and the task force hope that other organizations will further populate the IT governance space or map other views of governance (e.g., governance of organizational entities, such as the finance or the human resources function, or of critical assets, such as strategic alliances or intellectual capital).

Through a collaborative effort, the relationships, dependencies, frameworks, standards, guidance and organizations within the governance landscape will become more clear—and, consequently, will foster better understanding and practical application of the concepts of governance itself.

**Endnote**

1 This definition was taken from the Taking Governance Forward project.
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There is a good reason why searching for meaningful security metrics continues despite the abundance of purportedly effective ones: because many traditional approaches just do not measure up. They gauge the functionality and efficiency of preventive security measures. Doing such, they are wrong-headed and frequently lead to inappropriate security decisions.

Instead, the effectiveness of security programs, taking into account value and uncertainty, should be measured. This is a much more difficult challenge because it depends on the measurement of the value of something not happening (i.e., a bad outcome that has been deterred, avoided or prevented). But how can one be certain that bad things are not happening due to the security tools and services in place? Is the lack of bad events a matter of chance? Or, were there unrealistic expectations about the existence of threats and the degree of vulnerability? The reality is that total certainty is not attainable. However, that does not preclude the need to deploy security.

It is better to make good security decisions based upon less-precise estimates of value and risk than to make poor security decisions supported by precise, though inaccurate, metrics. Consequently, it is postulated that it is better to try to improve how to estimate value loss and uncertainty rather than seek out an increasing number of less meaningful, readily measured metrics. It is important to recognize, however, that the techniques described here are not a panacea and there are challenges in measuring less-tangible characteristics such as value loss and uncertainty. Nevertheless, there has been substantial progress recently in the measurement of the value of intangibles, which should serve to enhance the practicality of this approach.

**Metrics and Security Metrics**

Some of the numerous definitions of the terms “metrics” or “security metrics” must be considered.

In the US National Institute of Standards and Technology (NIST) publication *Security Metrics Guide for Information Technology Systems*, the word “metrics” is defined as follows:

> Metrics are tools designed to facilitate decision making and improve performance and accountability through collection, analysis and reporting of relevant performance-related data. The purpose of measuring performance is to monitor the status of measured activities and facilitate improvement in those activities by applying corrective actions, based on observed measurements.

In the *Corporate Information Security Working Group: Report of the Best Practices and Metrics Teams*, it is stated that:

> Metrics are about transforming policy into action and measuring performance. Visible metric scores provide a positive influence on human behavior by invoking the desire to succeed and compare favorably with one’s peers. Metrics report how well policies, processes and controls are functioning, and whether or not desired performance outcomes are being achieved … [Many] metrics … measure the status or effectiveness of controls, not the underlying risks the controls are intended to mitigate. Risk measurement involves complex consideration of threat event frequency, probability of attack, exposure from vulnerabilities (mitigated in part by controls), and magnitude of potential loss.

In the *Proceedings of the Workshop on Information Security System Scoring and Ranking*, the expression “IS*” is used, where IS stands for information security and the asterisk can mean any of the terms: metric, measure, score, rating, rank or assessment result. The resulting definition is as follows:

> An IS* is a value, selected from a partially ordered set by some assessment process, that represents the IS-related quality of some object of concern. It provides, or is used to create, a description, prediction, or comparison, with some degree of confidence.

If these definitions are taken as means and goals of a security metrics program, a set of requirements can be established and how well various security-related metrics adhere to such requirements can be determined. While the goals are worthy ones, the means of attaining them using the metrics proposed in these and other documents fall far short and, in many cases, can be grossly misleading.

Perhaps the simplest way in which to differentiate between what are commonly taken for security metrics and those measures that more closely represent actuality is to look at the parallel example of computer applications testing.

**An Illustration: Comparing Functionality Testing and Security Testing**

For illustrative purposes, the testing of custom-developed or commercial off-the-shelf (COTS) computer applications should be considered. For the most part, traditional functionality testing is aimed at verifying the correctness.
of the workings of applications and, to some degree, the efficiency of applications and related operational processes.

Functionality testing generally involves developing a series of scripts representing a comprehensive list of activities and interactions usually between the applications and human beings, but also between and among systems and networks. The scripts are run under specific assumptions as to the operating environment of the application, e.g., configuration of the systems and networks, number and locations of nodes and end points, and number and type of end users. The hoped-for result is some form of “certification” that the applications do what they were specified to do, which is not necessarily the same as doing what the owners or users of the applications wanted or expected.

The purpose of security testing is to determine that end users, whether or not they have misdeeds in mind, cannot compromise applications and data that are created and handled by the applications. Thus, the whole orientation of security testing is very different from functionality and performance testing. Functionality testing is designed to ensure that applications do what they are supposed to do, whereas the purpose of security testing is to check that applications do not do what they are not supposed to do.

To ensure that applications and systems are “bulletproof,” which is really an unattainable ideal but a worthy ultimate goal, one must test every possible activity and combination of activities, tracing through all possible threads and hitting routines contained in the application. It is also important to replicate actual production environments as accurately as possible. The security tester should try to break the system, as opposed to ensuring functionality. Not only is security testing inherently more difficult to do, it also is orders of magnitude greater in terms of number of cases and complexity than testing to verify correct functionality. Also, if a single security test scenario is missed during security testing, the entire system might be vulnerable to compromise, whereas not testing a single function usually has far fewer, less-damaging implications.

**Back to Security Metrics**

As with security testing, so it is with security metrics. The traditional metrics approach is to measure deterministically the functionality and efficiency of various security measures, tools and processes. Thus, “typical” security metrics include measures such as number of systems certified per quarter, average viruses found per day, number of vulnerabilities identified weekly, number of users trained per quarter and so on. These were depicted as insufficient measures in the “Enterprise Security Metrics: Taking a Measure of What Matters” presentation by J.F. Stevens and B. Wilke. While they proposed other measures, they have many of the same failings as traditional metrics in being partial measures from which the most valuable information is missing.

Perhaps the most obvious deficiency in their presentation is that they refer to “number of” on its own. This gives no indication as to relative importance, nor does it identify in any way that which has been omitted or was missed altogether. At the very least, one should gather “number and percentage of.” But, even then, one needs to know the relative importance, from a security risk perspective, of those items both included and excluded.

As an introduction to the concept, various categories of metrics—what they measure and where they might be deficient—should be considered. These considerations are shown in **Figure 1**.

Next, each category should be considered in more detail.

<table>
<thead>
<tr>
<th>Category of Metric</th>
<th>What It Says</th>
<th>What It Does Not Say</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existence</td>
<td>This type of metric is recognized by its being acquired by means of a question such as “Do you have a patch management program?” for which allowable answers are “yes” and “no” and sometimes “not applicable” and “not known.” It is an indicator of whether something exists.</td>
<td>The problem with this type of metric is that, even if the answer is “yes,” it does not tell the quality, age, accuracy or completeness of the object of the question, unless it also includes a request to see the object. Even then, the assessment may be suspect.</td>
</tr>
<tr>
<td>Ordinal</td>
<td>Often, it is not possible to measure something numerically. For example, in answer to a question such as “What is the likelihood that an exploit against a particular vulnerability will be developed and released?” one might respond subjectively with a view of the probability, loss, etc., as high, moderate or low.</td>
<td>An ordinal measure is usually subjective and may vary from one person or group to another. There are various voting and consensus techniques that attempt to bring some measure of science to this, but a subjective bias still remains.</td>
</tr>
<tr>
<td>Score</td>
<td>In this case, one can apply a numeric value, such as one for low, two for medium and three for high, or score on a continuum on a scale such as one to 10.</td>
<td>This type of measure is just as subjective as an ordinal measure. A problem with this type of measure is that it can be misused to give the appearance of high precision. This is because when the scores are tallied and then averaged, a fractional value, which can be shown with a long decimal extension, is obtained. One might assume that this is suggestive of precision, but it is not.</td>
</tr>
<tr>
<td>Number (Cardinal)</td>
<td>When asked for a number, such as “How many systems were patched last month?” the responses can be looked at over time and trends can be indicated. Usually, there are implied values to the number and whether it is increasing or decreasing. Thus, if the number of patched systems increases over time, that might be considered good but it may not represent an improvement if, for example, the number of vulnerable systems is increasing faster than those being patched.</td>
<td>There is no indication with a pure number as to the size or state of the overall population. If, for example, the number of patches is increasing at a lower frequency than the number of exploits, it may represent a situation of increasing risk of loss. However, in such a situation, it is usually safe to say that the number of patches increasing is better than it being level or decreasing. Unless, of course, the number of vulnerabilities is realistically decreasing.</td>
</tr>
</tbody>
</table>

(continued on p. 26)
### Existence Metrics

There are a number of security tools and practices that comprise a minimum set for any going concern. Such requirements, which are virtually mandatory, typically include antivirus software, firewalls, and written security policy and standards. While knowing that, for example, antivirus software is in place may be somewhat reassuring, it does not guarantee that it has been installed properly and is up to date. However, if any of these items has not been implemented, then one has a clear indication that the organization’s security posture is deficient.

That is to say, while a “no” answer is a clear pointer that action needs to be taken by the respondent, a “yes” answer usually means that further information should be sought. A “not applicable” response might invite verification and a “do not know” reply typically will raise suspicions.

In summary, existence metrics are useful to the extent that they can provide high-level indications as to the security posture of an entity. Often start-ups lack many fundamental security tools and procedures and, as such, are highly susceptible to security breaches.

Wanting to measure threats to a particular information asset and operational and technical vulnerabilities that might expose an asset to threats is an example of the existence approach. Such an approach is described in the OCTAVE™ method for risk management developed by the Software Engineering Institute at Carnegie Mellon University and described in *Managing Information Security Risks.*

### Ordinal Metrics

There are many situations in which a numeric value cannot be ascertained and yet just knowing whether or not a particular security tool or procedure exists is insufficient. In such cases, it might be possible to get someone to attach an ordinal value, such as “high,” “medium” or “low,” to the response. The key here is that a person is attaching values to the ordinals so that the assessment of the security tool is very subjective and, more than likely, will vary from one person to another. A further issue with ordinal metrics is that they are not additive (or multiplicative), and they cannot be aggregated or averaged as would numbers or percentages. For example, how would one add a “high” to a “medium” and what would be the result? Would a “high” and a “low” average out to a medium? What if they were weighed differently, with the “high” being three times more significant with respect to exposure than the “low”?

---

<table>
<thead>
<tr>
<th>Category of Metric</th>
<th>What It Says</th>
<th>What It Does Not Say</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage</td>
<td>Here the question is of the nature: “What percentage of systems was patched last month?” That is clearly more informative than the metric resulting from the previous question, since it indicates whether the relative proportion of patched systems to unpatched systems is growing or decreasing. By making the additional effort to include as many instances of a particular vulnerability as possible, one can make percentages more meaningful and realistic.</td>
<td>Pure percentages do not account for the relative criticality, importance or risk exposure of the systems involved. There is potentially a huge difference in meaning if highly critical systems are among those not patched vs. having only systems of lesser importance not patched. Another important aspect of this is that, while the numerator is generally measurable with a high degree of accuracy, the denominator may not be. For example, while there is a good chance that a good record of the number of systems that have been patched exists, there may not be a good inventory of systems that require a particular patch. This is especially true if systems with the vulnerability are subsumed under other applications, such as happened with the Structured Query Language (SQL) Slammer worm. It came as a surprise to many technology and security staff to learn that a number of common applications had SQL embedded and consequently were taken down by the attack.</td>
</tr>
<tr>
<td>Holistic</td>
<td>An even more complete view can be gained by adding known vulnerabilities for which no patches are available.</td>
<td>The issue here is to find a comprehensive and accurate source, since this measure is only as good as the source. There are still known vulnerabilities that are not reported, where the discoverer may have sold the information to a security firm or government agency, for example, and has agreed not to share knowledge of the vulnerability with others.</td>
</tr>
<tr>
<td>Value</td>
<td>A better measure of the value of patching may be obtained by determining, albeit in gross terms, the value loss incurred when a vulnerability might be exploited, and calculating the total net loss avoided through the patching program.</td>
<td>While value loss is a more meaningful measure of the effectiveness of a patching program, such estimates are very rough. The results will provide a relative view of various approaches to patching and to specific choices; as to what should be patched and in what sequence, they are still highly subjective.</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>The stochastic or probabilistic aspect of patching should be included. After all, when a threat is announced, there will be an estimated time before an exploit appears, and then another variable period before the exploit reaches a particular facility. Such variability can be expressed as probability distributions.</td>
<td>The specification of the probability distributions is also highly subjective. However such probability distributions may be much more representative than point estimates and, therefore, should be considered.</td>
</tr>
</tbody>
</table>

### Figure 1—Pros and Cons of Various Categories of Metrics (cont.)

<table>
<thead>
<tr>
<th>Category of Metric</th>
<th>What It Says</th>
<th>What It Does Not Say</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage</td>
<td>Here the question is of the nature: “What percentage of systems was patched last month?” That is clearly more informative than the metric resulting from the previous question, since it indicates whether the relative proportion of patched systems to unpatched systems is growing or decreasing. By making the additional effort to include as many instances of a particular vulnerability as possible, one can make percentages more meaningful and realistic.</td>
<td>Pure percentages do not account for the relative criticality, importance or risk exposure of the systems involved. There is potentially a huge difference in meaning if highly critical systems are among those not patched vs. having only systems of lesser importance not patched. Another important aspect of this is that, while the numerator is generally measurable with a high degree of accuracy, the denominator may not be. For example, while there is a good chance that a good record of the number of systems that have been patched exists, there may not be a good inventory of systems that require a particular patch. This is especially true if systems with the vulnerability are subsumed under other applications, such as happened with the Structured Query Language (SQL) Slammer worm. It came as a surprise to many technology and security staff to learn that a number of common applications had SQL embedded and consequently were taken down by the attack.</td>
</tr>
<tr>
<td>Holistic</td>
<td>An even more complete view can be gained by adding known vulnerabilities for which no patches are available.</td>
<td>The issue here is to find a comprehensive and accurate source, since this measure is only as good as the source. There are still known vulnerabilities that are not reported, where the discoverer may have sold the information to a security firm or government agency, for example, and has agreed not to share knowledge of the vulnerability with others.</td>
</tr>
<tr>
<td>Value</td>
<td>A better measure of the value of patching may be obtained by determining, albeit in gross terms, the value loss incurred when a vulnerability might be exploited, and calculating the total net loss avoided through the patching program.</td>
<td>While value loss is a more meaningful measure of the effectiveness of a patching program, such estimates are very rough. The results will provide a relative view of various approaches to patching and to specific choices; as to what should be patched and in what sequence, they are still highly subjective.</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>The stochastic or probabilistic aspect of patching should be included. After all, when a threat is announced, there will be an estimated time before an exploit appears, and then another variable period before the exploit reaches a particular facility. Such variability can be expressed as probability distributions.</td>
<td>The specification of the probability distributions is also highly subjective. However such probability distributions may be much more representative than point estimates and, therefore, should be considered.</td>
</tr>
</tbody>
</table>
Score Metrics

The obvious answer to the previous question is to attach numbers to the classes of ordinals, for example, applying the score of three to “high,” two to “medium” and one to “low.” To their credit, the creators of the OCTAVE method do not succumb to the assignment of numerical values to quantitative data.

A qualitative approach indicates only relative priority. If you assign numbers to those qualitative measures and then perform mathematical operations on the numbers, you are implying a quantitative relationship that you have not established ... because we have looked only at relative ranking of impact and probability, we can merely conclude that we consider the first risk greater than the second. We cannot begin to say how much greater.11

For example, the results of the BITS Operational Risk Management and Security and Risk Assessment Working Groups that produced a set of key risk indicators (KRIs), which applied numeric values to ordinal results,12 do an excellent job of laying out threats and vulnerabilities. A great deal of time was spent on what the number ranges should be and how they should be aggregated and reported.

While the use of somewhat arbitrary scores can be questionable, in defense of such an approach, one should accept that because there are so many who subscribe to the “measure to manage” philosophy and who believe that high-precision numeric values are key, there is great pressure to come up with a number. If doing so means the difference between someone using the KRI approach, for example, vs. “shooting from the hip,” perhaps it makes sense to develop such metrics. However, one must remain wary of such an approach and seek more meaningful analyses.

Number (Cardinal) Metrics

Perhaps the most ubiquitous metric of all is the plain number, such as the number of patches applied in the prior month. There is a strong desire by practitioners and their management to come up with and present numeric values, especially as they can be shown as trends and/or compared to other areas, enterprises or industries.

Of course, an important characteristic of numbers is that they are more useful if presented in context rather than in isolation. However, even when context is given, numbers do not necessarily provide sufficient information to be of much value. Thus, with the number of patches, one would want to know how many were critical in nature vs. how many were marginally beneficial, to what platforms the patches were and were not applied, and the total number of available patches. The last item could be presented by providing both the absolute number of patches applied and the total number available, or the percentage of patches applied to the total number available for application.

Even when a number, such as the high temperature for the day, provides an exact measure that is meaningful on its own, additional contextual information is often sought, such as record high and record low temperatures for that day. These latter numbers are frequently used to interpret trends, for example.

Percentage Metrics

It has been established that a percentage can provide somewhat more information than a pure number. For example, if 100 percent of machines are reported patched, the task is complete; whereas if the report says that, for example, 235 machines were patched, it is unknown whether that is good or bad unless the total population is known. If zero percent are patched, it will most likely make a difference if the population is large or small—or zero!

However, percentages, like numbers, have somewhat limited value in isolation. For example, if it is reported that 79 percent of machines have been patched, the obvious next question addresses either the number of machines patched or the total population of machines.

Holistic Metrics

The goal of a particular metric may not be met if the scope of the environment in which it is measured is restricted. That is, the metric itself may extend to only the boundaries of an enterprise and not beyond. Or, if the scope expands to certain external areas of context, such as the industry, region or sector, it might not cover other important areas relevant to the statistic.

For example, the fact that an enterprise applies a certain patch to 95 percent of machines within one week does not indicate necessarily whether the performance is good or bad. If comparable companies within a sector patched only 50 percent of their machines, then the 95 percent looks good; whereas if every other company has patched at the 100 percent level, then 95 percent is a poor performance. Then again, who is to say that the industry standard is a reasonable one in any particular situation?

As this shows, the narrow view can be misleading and detrimental to an effective security program, while a broader, holistic view might add considerably to the usefulness of a metric. Whether the added value is realized depends heavily on how accurate and relevant the external data might be and what cost and effort are required to obtain them at the desired frequency.

There are a number of sources of external data. Perhaps the most quoted is the annual Computer Security Institute (CSI) survey, formerly known as the CSI/Federal Bureau of Investigation (FBI) survey.13 It gives, for a specific sample, the trends in threats and measures applied, for example. There is a question as to whether such statistics are representative and can be applied to any specific internal situation. Sometimes it is advisable to omit such external data rather than include them if their inclusion may be misleading. That is a matter of judgment.

Value Loss Metrics

In essence, the purpose of any information security program is to avoid or reduce costs that might be incurred were a security breach to take place. Here the cost of the
security program can be determined usually with a fair degree of accuracy. The issue that needs to be addressed is the estimation of the program benefits. The benefits generally result from the deterrence, avoidance or prevention of security incidents. Benefits are usually expressed in terms of costs avoided, such as the more readily discernable costs of notification, credit bureau services and legal fees. However, they should also include less easily determined costs relating to impact on reputation, such as the loss of customers and employees and the opportunity costs of unrealized potential customers and their business. Also to be considered is the potential loss in stock value affecting shareholders and other stakeholders, as well as the negative impact on company valuation in a takeover situation.

That being said, one must recognize that both the tangible costs of customer service, for example, and the intangible costs related to reputation are difficult to predict. For example, it might be known to cost US $10 per notification letter, US $20 per year per affected customer to provide credit checking services, and US $25 each to reissue credit cards (these are all rough numbers, though measurable); however, one still needs to try to predict the number of customers expected to be affected by an incident as well as the probability of such an incident occurring within a given period of time. When it comes to reputation loss, besides the uncertainty regarding the number and timing of events, it is particularly difficult to try to anticipate the number of customers who might end their relationship with the enterprise. Also, it is virtually impossible to estimate how many potential customers did not sign up because of privacy concerns.

**Accounting for Uncertainty**

As described previously, there can be many difficulties in trying to estimate the cost avoidance numbers of a security program because of the high degree of uncertainty as to the value losses incurred due to an incident. However, there are uncertainty aspects relating to all security metrics, even those that initially appear to be cut and dried. For example, as mentioned previously, when calculating the percentage of vulnerable machines that have been patched, one cannot be absolutely certain that all relevant machines have been addressed due to the potential for missing vulnerabilities’ embedded systems. Additionally, when evaluating the overall patching program, one might derive performance metrics for known vulnerabilities, with and without available patches, but may never know how many other vulnerabilities have been discovered, but not publicized and, therefore, not patched. Similarly, as has been described, there is uncertainty in the timing of the creation and release of exploits.

The bottom line is that, despite the appearance of certainty and accuracy in many metrics, even the most deterministic of metrics may have probabilistic aspects and there are many proposed metrics that are steeped in uncertainty. Does that mean, as some suggest, that they are not true metrics since, at the very least, they may not be repeatable? Uncertainty does not eradicate necessarily the usefulness of a metric, and the inclusion of probabilistic or stochastic analysis is not only beneficial, but mandatory. Furthermore, there are good foundations to the methods of decision making under uncertainty, which can be exploited.

**Conclusions**

The definition and measurement of security metrics have been officially recognized as “hard problems” in a report by the INFOSEC Research Council (IRC). But hard problems can be solved, albeit often with considerable effort. This article points out specific deficiencies in current popular metrics and advises that analysts be circumspect in their use.

That is not to say that there is no value in today’s metrics—because there is. Unfortunately, the rule appears to be that measurability and usefulness are in contention when it comes to security metrics. However, readily available metrics can be used, if they are used with an appropriate level of thoughtfulness and understanding. At the same time, continued advancements must be pushed to introduce more meaningful, if less easily determined, security metrics.

**Endnotes**

1 In a presentation dated April 2005, titled “Enterprise Security Metrics: Taking a Measure of What Matters” by J. F. Stevens and B. Wilke of the Software Engineering Institute of Carnegie Mellon University, the presenters claim to have replaced traditional and inadequate security metrics with “enterprise security metrics.” The latter are supposed to measure the effectiveness of security programs. They may be better than prior attempts, but suffer many of the same deficiencies of other measures. The presentation was retrieved on 27 May 2007 from a web site but is no longer available.

2 There are many examples, including: Was Y2K (the millennium date rollover) relatively uneventful because of the huge remediation effort or because the risk was overblown by those wishing to profit from it? Have the efforts of the US Department of Homeland Security prevented another terrorist event in the US like those of 11 September 2001 or have the terrorists not attempted a major attack? Is global warming due to carbon emissions, a natural cycle or both? Will reducing emissions make a significant difference?


7 The author knows of one particular case in which a system had been tested thoroughly “in the lab,” only to fail repeatedly and intermittently in live production mode. It turned out that the high quality of the installation of the laboratory meant that certain failure and recovery routines, which would normally be invoked under certain error conditions, were never tested, since the program had never had occasion to call on them. When installed in a production environment, with less-than-optimal cabling, the program detected transmission errors and branched to the error routines, as it was supposed to do. These error routines failed and brought down the system.

8 Op cit, Stevens

9 Op cit, Hubbard, p. 23, refers to this category more generally as “nominal measurements,” which are “set membership” statements.


11 Ibid., p. 224


14 Attempts to demonstrate that stock prices are negatively impacted by the announcement of a security breach have had variable results, with stock prices actually going up in some circumstances. However, the impact of a breach may well be overshadowed by other factors, such as positive current earnings, an overall bullish market, and so on. Also, even if the stock price does rise, it may have gone up even more had the breach not occurred.
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Implementing, Automating and Validating Controls for Privileged Users in Healthcare Organizations

By Cheryl Traverse

A recent Insider Threat Study by CERT found that 86 percent of insider attacks in enterprises originated from people who are or were previously full-time employees in a technical position within the enterprise. Insiders typically have access to privileged data beyond their authorization and are far more capable of exploiting loopholes in a network than outsiders.

A 2006 US Department of Justice study determined that the average loss per incident was US $1.5 million. In a healthcare enterprise, however, these costs would also include those associated with the loss and compromise of private medical data. Therefore, it makes sense that the implementation, automation and validation of controls for privileged users are requirements for healthcare companies to satisfy stringent compliance standards such as the Health Insurance Portability and Accountability Act (HIPAA) and the Sarbanes-Oxley Act.

This is a particularly difficult challenge for healthcare companies for two reasons. First, these companies are usually large, global enterprises with traditional and complex heterogeneous infrastructures. These infrastructures include a mixture of standard IT devices and systems and nonstandard equipment in the form of medical devices, which pose unique security challenges. Second, the healthcare internal user group (including IT operations personnel, outsourced technical employees, application developers and vendors), members of which all work within the critical infrastructure, is particularly hard to control due to its high level of skill and regular use of powerful access tools.

Medical Device Service and Maintenance Visibility Gaps in Healthcare

A medical treatment facility contains technologies and systems (such as CT scanners, patient monitoring devices and test equipment) that are outside the realm of conventional IT infrastructure components, are generally beyond the scope of standard IT security measures and often leave holes vulnerable to security breaches. Such facilities may have dozens of pieces of medical equipment from various manufacturers, supported remotely. Typically, the equipment vendors require a virtual private network (VPN) connection to the facility’s network to support their equipment. While this practice is common, it introduces unnecessary security risks by exposing sensitive data to outside parties who may not have security as a top priority. Even segregating these network-enabled medical devices from the IT infrastructure network does not eliminate patient data breaches, simply because many approved (by, for example, the US Food and Drug Administration) medical devices operate using legacy technology.

Merging IT Operations and Medical Device Service and Maintenance Platforms

Traditionally, medical device service/maintenance differs from standard IT operations in that medical devices utilize serial communication as the primary transport, while IT operations utilize the network (TCP/IP) transport. However, all other things being equal, the process of upgrading, troubleshooting, transferring data and performing other tasks on a medical device is fundamentally the same as it is with an application server or a network infrastructure device. Consequently, because most medical devices are now manufactured with built-in network transport capability, servicing a medical device is almost identical to servicing an IT infrastructure component. Treating the service of medical devices like the service of an application server lets IT have a better focus on security best practices and minimizes the impacts of legacy technology.

IT Operations Visibility Gaps in Healthcare

In most healthcare enterprises, testing and monitoring of IT resources—networks, servers, applications and databases—are done using well-established best practices. With security levels heightening, many enterprises also routinely test and monitor their perimeter security systems with firewall penetration tests, intrusion detection/prevention and virus filtering.

However, even with these measures in place, the question still remains: how do these enterprises address the threats to security and compliance presented by partners, vendors, offshore developers, managed service providers, internal IT operations, and other privileged and external users that have been admitted to the network? Is there an effective method of implementing, automating and, finally, validating controls for high-risk users that closes visibility gaps and ensures compliance?

Many benefits can be achieved through the consolidation of device service/maintenance and IT operations, but healthcare enterprises must take into consideration some guidelines for using consolidation to implement and validate controls.
Guidelines for Implementing and Validating Controls

Guidelines for implementing and validating controls follow.

Know the Access Model
With a VPN connection, which is required by most vendors, the access model typically features a predefined encrypted domain and a default access policy. Regardless of whether it is a Secure Sockets Layer (SSL) or IP Security (IPSec) protocol, the access model gives a VPN user full access to all the resources inside that encrypted domain. To require particular VPN users to reduce their access to authorized resources, exceptions in the form of rules or nested access policies must be created to block the user from all unauthorized resources within the encrypted domain. The enterprise must be aware of its current access model and take steps to create more secure policies.

In evaluating security measures that are more robust than the typical VPN model, healthcare enterprises should consider adopting technology that allows them to adhere to the “principle of the least privileged,” also known as “deny all, permit by exception” (DAPE). In the DAPE model, each user or group account starts with no access or visibility to anything in the infrastructure. To grant users access to specific resources on the network, an exception is created to give highly granular resource access permission to an individual user or group of users, allowing visibility to only that explicit resource.

In this way, switching from a VPN model to a DAPE model provides an immediate security improvement. Moreover, the DAPE model simplifies testing and monitoring of access policy control, because no privileged users have access by default and each is granted access to only a short list of specifically authorized resources. This condition is much easier to test and monitor than if these users had full access by default and each had to have a long list of rules blocking out unauthorized resource access.

Separation of Duties Through Compartmentalization
The biggest challenge many enterprises face is not how to let users into the network, but how to ensure that they are given visibility only to explicitly authorized resources, so that critical information, such as patient data and classified content, is not compromised. Many healthcare firms are seeing an increased need for sharing data across separate untrusted domains, which exposes private data to a number of security vulnerabilities as they make their way across the network. For example, medical information from US servicemen and women in the field is shared among any number of systems belonging to the US Department of Veterans Affairs and the Department of Defense. Compartmentalization is the key to achieving true segregation of duties, as required by many regulations for sharing resources across unsecured domains.

Techniques such as port-based access provisioning provide highly granular control regarding what the authorized user can see, while hiding everything else. For example, utilizing a port-based access method, a healthcare enterprise can let a vendor in to troubleshoot a database, but can also prevent that external user from reaching the operating system on which the database server is running.

Eliminating unnecessary exposure to the IT infrastructure and limiting individual users’ reach when they are on the network effectively reduce the scope of implementation and validation of controls, which, in turn, reduces the overall cost of compliance.

Containment to Authorized Access Areas
The biggest source of exposure for healthcare enterprises derives from “leapfrogging,” or the ability of an admitted user on the network to hop from an authorized resource to other, unauthorized resources on the same network. The lack of access containment security controls, and subsequent leapfrogging, is the biggest vulnerability for any healthcare organization that grants remote access to privileged and external users.

Many healthcare companies have no trouble developing security policies to prevent leapfrogging, but find that implementation and enforcement of those policies is very difficult. One way to do so is by using policy enforcement technology that effectively contains users to their respective authorized areas by automatically monitoring and testing changing conditions to detect any user attempts to jump to an unauthorized server or device on the network (see figure 1). Security policy enforcement technology can be a very useful tool for any healthcare enterprise looking to streamline the implementation and validation of controls. Enforcement technology has progressed significantly in recent years, and should be considered when developing a healthcare company’s security plan.

Figure 1—Using Policy Enforcement Technology

Tracking and Reporting of User Activities
Centralized tracking and logging of user activities are essential to passing the audits necessary to achieve regulatory compliance. As such, healthcare enterprises should consider implementing session recording for both command-line
interfaces (CLI) and graphical applications. These can provide the forensic details necessary to support the results obtained from routine monitoring and control tests, as required by the compliance department or the external auditors for the healthcare enterprise.

Centralized Reporting for Testing of Controls

HIPAA regulatory compliance mandates are weighing heavily on virtually all areas of the healthcare industry. While healthcare companies are aware of the criticality of testing controls, particularly for third-party privileged users, many are not doing so because the task is daunting, time-consuming and incredibly resource-intensive. Centralizing all monitoring and tracking in one platform allows enterprises to easily deliver testing of controls for third-party privileged users. This centralization can also be extended to feed information to existing security information management (SIM)/security event management (SEM) systems.

It is imperative that healthcare enterprises carefully examine their current security policies to determine whether they are effectively addressing insider threats. With the availability of infrastructure security technologies that provide automation and validation of controls at never-before-seen levels, it is more viable than ever for healthcare companies to unobtrusively and cost-effectively protect the critical network and meet mandatory compliance requirements.
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ISACA Member and Certification Holder Compliance

The specialised nature of IS auditing and the skills necessary to perform such audits require standards that apply specifically to IS auditing. One of the goals of ISACA* is to advance globally applicable standards to meet its vision. The development and dissemination of the IS Auditing Standards are cornerstones of ISACA’s professional contribution to the audit community. The framework for the IS Auditing Standards provides multiple levels of guidance:

- **Standards** define mandatory requirements for IS auditing and reporting. They inform:
  - IS auditors of the minimum level of acceptable performance required to meet the professional responsibilities set out in the ISACA Code of Professional Ethics
  - Managers and other interested parties of the profession’s expectations concerning the work of practitioners
  - Holders of the Certified Information Systems Auditor™ (CISA®) designation of requirements. Failure to comply with these standards may result in an investigation into the CISA holder’s conduct by the ISACA Board of Examiners and, ultimately, in disciplinary action.

- **Guidelines** provide guidance in applying IS Auditing Standards. The IS auditor should consider them in determining how to achieve implementation of the standards, use professional judgment in their application and be prepared to justify any departure. The objective of the IS Auditing Standards is to provide further information on how to comply with the IS Auditing Standards.

- **Procedures** provide examples of procedures an IS auditor might follow in an audit engagement. The procedure documents provide information on how to meet the standards when performing IS auditing work, but do not set requirements. The objective of the IS Auditing Procedures is to provide further information on how to comply with the IS Auditing Standards.

### Control Objectives for Information and related Technology (CoIT™)

The specialised nature of IS auditing and the skills necessary to perform such audits require standards that apply specifically to IS auditing. One of the goals of ISACA® is to advance globally applicable standards to meet its vision. The development and dissemination of the IS Auditing Standards are cornerstones of ISACA’s professional contribution to the audit community. The framework for the IS Auditing Standards provides multiple levels of guidance:

- **Standards** define mandatory requirements for IS auditing and reporting. They inform:
  - IS auditors of the minimum level of acceptable performance required to meet the professional responsibilities set out in the ISACA Code of Professional Ethics
  - Managers and other interested parties of the profession’s expectations concerning the work of practitioners
  - Holders of the Certified Information Systems Auditor™ (CISA®) designation of requirements. Failure to comply with these standards may result in an investigation into the CISA holder’s conduct by the ISACA Board of Directors or appropriate ISACA committee and, ultimately, in disciplinary action.

- **Guidelines** provide guidance in applying IS Auditing Standards. The IS auditor should consider them in determining how to achieve implementation of the standards, use professional judgment in their application and be prepared to justify any departure. The objective of the IS Auditing Standards is to provide further information on how to comply with the IS Auditing Standards.

- **Procedures** provide examples of procedures an IS auditor might follow in an audit engagement. The procedure documents provide information on how to meet the standards when performing IS auditing work, but do not set requirements. The objective of the IS Auditing Procedures is to provide further information on how to comply with the IS Auditing Standards.

### Control Objectives for Information and related Technology (CoIT™)

**Control Practices—Risk and value statements and ‘how to implement’ guidance for the control objectives**

**IT Assurance Guide—Guidance for each control area on how to obtain an understanding, evaluate each control, assess compliance and substantiate the risk of controls not being met**

The titles of issued documents follow.

**IS Auditing Standards**

S1 Audit Charter Effective 1 January 2005  
S2 Independence Effective 1 January 2005  
S3 Professional Ethics and Standards Effective 1 January 2005  
S4 Professional Competence Effective 1 January 2005  
S5 Planning Effective 1 January 2005  
S6 Performance of Audit Work Effective 1 January 2005  
S7 Reporting Effective 1 January 2005  
S8 Follow-up Activities Effective 1 January 2005  
S9 Irregularities and illegal Acts Effective 1 September 2005  
S10 IT Governance Effective 1 September 2005  
S11 Use of Risk Assessment in Audit Planning Effective 1 November 2005  
S12 Audit Materiality Effective 1 July 2006  
S13 Using the Work of Other Experts Effective 1 July 2006  
S14 Audit Evidence Effective 1 July 2006  
S15 IT Controls Effective 1 February 2008  
S16 E-commerce Effective 1 February 2008  

**IS Auditing Guidelines**

G1 Using the Work of Other Auditors and Experts Effective 1 March 2008  
G2 Audit Evidence Requirement Effective 1 May 2008  
G3 Use of Computer-assisted Audit Techniques (CAATs) Effective 1 March 2008  
G4 Outsourcing of IS Activities to Other Organisations Effective 1 May 2008  
G5 Audit Charter Effective 1 February 2008  
G6 Materiality Concepts for Auditing Information Systems Effective 1 May 2008  
G7 Due Professional Care Effective 1 March 2008  
G8 Audit Documentation Effective 1 March 2008  
G9 Audit Considerations for Irregularities and illegal Acts Effective 1 September 2008  
G10 Audit Sampling Effective 1 August 2008  
G11 Effect of Pervasive IS Controls Effective 1 August 2008  
G12 Organisational Relationship and Independence Effective 1 August 2008  
G13 Use of Risk Assessment in Audit Planning Effective 1 August 2008  
G14 Application Systems Review Effective 1 November 2001  
G15 Planning Revised Effective 1 March 2002  
G16 Effect of Third Parties on an Organisation’s IT Controls Effective 1 March 2002  
G17 Effect of Non-audit Role on the IS Auditor’s Independence Effective 1 July 2002  
G18 IT Governance Effective 1 July 2002  
G19 Reporting Effective 1 January 2003  
G20 Enterprise Resource Planning (ERP) Systems Review Effective 1 August 2003  
G21 Business-to-consumer (B2C) E-commerce Reviews Effective 1 August 2003  
G22 System Development Life Cycle (SDLC) Reviews Effective 1 August 2003  
G23 Internet Banking Effective 1 August 2003  
G24 Review of Virtual Private Networks Effective 1 July 2004  
G25 Business Process Reengineering (BPR) Project Reviews Effective 1 July 2004  
G26 Mobile Computing Effective 1 September 2004  
G27 Computer Forensics Effective 1 September 2004  
G28 Post-implementation Review Effective 1 January 2005  
G30 Competence Effective 1 June 2005  
G31 Privacy Effective 1 June 2005  
G32 Business Continuity Plan (BCP) Review From IT Perspective Effective 1 September 2005  
G33 General Considerations for the Use of the Internet Effective 1 March 2006  
G34 Responsibility, Authority and Accountability Effective 1 March 2006  
G35 Follow-up Activities Effective 1 March 2006  
G36 Biometric Controls Effective 1 February 2007  
G37 Configuration and Release Management Effective 1 November 2007  
G38 Access Controls Effective 1 February 2008  
G39 IT Organisation Effective 1 May 2008  

**IS Auditing Procedures**

P1 IS Risk Assessment Measurement Effective 1 July 2002  
P2 Digital Signatures and Key Management Effective 1 July 2002  
P3 Intrusion Detection Systems (IDS) Review Effective 1 August 2003  
P4 Malicious Logic Effective 1 August 2003  
P5 Control Risk Self-assessment Effective 1 August 2003  
P6 Firewalls Effective 1 August 2003  
P7 Irregularities and Illegal Acts Effective 1 December 2003  
P8 Security Assessment—Penetration Testing and Vulnerability Analysis Effective 1 September 2004  
P9 Evaluation of Management Controls Over Encryption Methodologies Effective 1 January 2005  
P10 Business Application Change Control Effective 1 October 2006  
P11 Electronic Funds Transfer (EFT) Effective 1 May 2007

**Standards for Information System Control Professionals**

Effective 1 September 1999

<table>
<thead>
<tr>
<th>Statement of Scope</th>
<th>1999</th>
</tr>
</thead>
<tbody>
<tr>
<td>010 Responsibility, Authority and Accountability</td>
<td>1999</td>
</tr>
<tr>
<td>020 Professional Independence</td>
<td>1999</td>
</tr>
<tr>
<td>030 Organisational Relationship</td>
<td>1999</td>
</tr>
<tr>
<td>530 Professional Ethics and Standards</td>
<td>1999</td>
</tr>
<tr>
<td>040 Code of Professional Ethics</td>
<td>1999</td>
</tr>
<tr>
<td>050 Due Professional Care</td>
<td>1999</td>
</tr>
<tr>
<td>540 Competence</td>
<td>1999</td>
</tr>
<tr>
<td>060 Skills and Knowledge</td>
<td>1999</td>
</tr>
<tr>
<td>070 Continuing Professional Education</td>
<td>1999</td>
</tr>
<tr>
<td>550 Planning</td>
<td>1999</td>
</tr>
<tr>
<td>080 Control Planning</td>
<td>1999</td>
</tr>
<tr>
<td>560 Performance of Work</td>
<td>1999</td>
</tr>
<tr>
<td>090 Supervision</td>
<td>1999</td>
</tr>
<tr>
<td>100 Evidence</td>
<td>1999</td>
</tr>
<tr>
<td>110 Effectiveness</td>
<td>1999</td>
</tr>
<tr>
<td>570 Reporting</td>
<td>1999</td>
</tr>
<tr>
<td>010 Periodic Reporting</td>
<td>1999</td>
</tr>
<tr>
<td>580 Follow-up Activities</td>
<td>1999</td>
</tr>
</tbody>
</table>
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Prepare for the 2009 CISA Exams

ORDER NOW—2009 CISA® Review Materials for Exam Preparation and Professional Development

To pass the Certified Information Systems Auditor™ (CISA) exam, a candidate should have an organized plan of study. To assist individuals with the development of a successful study plan, ISACA® offers several study aids and review courses (www.isaca.org/cisareview) to exam candidates.

CISA Review Manual 2009
ISACA

The CISA® Review Manual 2009 has been completely revised and updated with new content to reflect changing industry principles and practices, and is organized according to the current CISA job practice areas. The manual features detailed descriptions of the tasks performed by information systems (IS) auditors and the knowledge required to plan, manage and perform IS audits. The Study Guides edition also features new content based on the IT Assurance Framework™ (ITAF™), recently published by ISACA. ITAF is a comprehensive assurance model that incorporates standards and good practices, providing guidance on the design, conduct and reporting of IT audit and assurance assignments; defines terms and concepts specific to IT assurance; and establishes standards that address IT audit and assurance professional roles and responsibilities, knowledge and skills, diligence, conduct, and reporting requirements. The CISA Review Manual 2009 also includes brief chapter summaries focused on the main topics and new case studies to assist a candidate in understanding current practices. Also included are definitions of terms most commonly found on the exam, practice questions similar in content to what has previously appeared on the exam and references to additional study materials. This manual can be used as a stand-alone document for individual study or as a guide or reference for study groups and chapters conducting local review courses.

The 2009 edition has been developed and is organized to help prepare the CISA candidate in understanding the essential concepts and studying the following job practice areas:

- IS audit process
- IT governance
- Systems and infrastructure life cycle management
- IT service delivery and support
- Protection of information assets
- Business continuity and disaster recovery

CRM-9  English Edition
CRM-9F  French Edition
CRM-9I  Italian Edition
CRM-9J  Japanese Edition
CRM-9S  Spanish Edition

ISACA

The CISA® Review Questions, Answers & Explanations Manual 2008 consists of 600 multiple-choice study questions that have previously appeared in the CISA® Review Questions, Answers & Explanations Manual 2006 and the 2007 Supplement. Many questions have been revised or completely rewritten to recognize a change in job practice, be more representative of the current CISA exam question format, and/or to provide further clarity or explanation of the correct answer. These questions are not actual exam items, but are intended to provide the CISA candidate with an understanding of the type and structure of questions and content that have previously appeared on the exam. This publication is ideal to use in conjunction with the CISA Review Manual 2009.

To assist the user in maximizing study efforts, questions are presented in the following two ways:

- Sorted by job practice area
- Scrambled as a sample 200-question exam

QAE-8  English Edition
QAE-8I  Italian Edition
QAE-8J  Japanese Edition
QAE-8S  Spanish Edition

ISACA

Developed each year, the CISA® Review Questions, Answers & Explanations Manual 2008 Supplement and 2009 Supplement are recommended for use when preparing for the 2009 CISA exam. Each edition consists of 100 sample questions, answers and explanations based on the current CISA job practice areas, using a process for item development similar to the process for developing actual exam items. The questions are intended to provide the CISA candidate with an understanding of the type and structure of questions that have typically appeared on past exams, and were prepared specifically for use in studying for the CISA exam.

2009 Editions
QAE-9ES  English Edition
QAE-9FS  French Edition
QAE-9IS  Italian Edition
QAE-9JS  Japanese Edition
QAE-9SS  Spanish Edition

2008 Editions
QAE-8ES  English Edition
QAE-8FS  French Edition
QAE-8IS  Italian Edition
QAE-8JS  Japanese Edition
QAE-8SS  Spanish Edition

CISA Practice Question Database v9
ISACA

The CISA® Practice Question Database v9 combines the CISA Review Questions, Answers & Explanations Manual 2008 with the CISA Review Questions, Answers & Explanations Manual 2008 Supplement and 2009 Supplement into one comprehensive 800-question study guide. Sample exams with randomly selected questions can be taken and the results viewed by job practice, allowing for concentrated study one area at a time. Additionally, questions generated during a study session are sorted based upon the user’s previous scoring history, allowing CISA candidates to easily and quickly identify their strengths and weaknesses, and focus their study efforts accordingly. Other features allow the user to select sample exams by specific job practice areas, view questions that were previously answered incorrectly and vary the length of their study sessions. Also included are Information Systems Control Journal® articles referenced in the CISA Review Manual 2009. Available in CD-ROM format or as a web site download.

PLEASE NOTE the following system requirements:

- Intel Pentium 3 or higher (Pentium 4 recommended)
- Windows 98SE or higher
- 256 MB RAM (512 MB recommended)
- Hard drive with 80 MB of available space
- CD-ROM drive
- Display with recommended resolution of 1024 x 768

CDB-9  English Edition—CD-ROM
CDB-9W  English Edition—Web site download
CDB-9S  Spanish Edition—CD-ROM
CDB-9SW  Spanish Edition—Web site download

CISA Online Review Course
ISACA

A complete web-based exam review course is available at www.isaca.org/elearningcampus.

To order CISA review materials for the June/December 2009 exams, see the order form on page S-8 in this Journal or visit www.isaca.org/cisabooks.
Nothing puzzles an enterprise’s technology officer or an IT controller like the term “cost-value” when deciding investments made in IT risk management. Today, business is more tactical; the decision makers examine the value proposition toward controlling the enterprise’s IT risk. The conventional approach to managing IT risks is to look out for a change in the current business scenario, i.e., a paradigm shift from vague decision-making techniques to a data-driven pragmatic approach.

The forthcoming methodology provides a comprehensive outlook for an enterprise to manage its IT risks through a data-driven approach. The background behind the development of this approach is to arrive at a standardized methodology for an enterprise that strikes a correct balance between the cost and value elements of managing its IT risks, eliminating any disproportionate expenditure on the solutions/controls. The approach has been architected in alignment with enterprise risk management (ERM) concepts, industry best practices and the data-driven techniques that have evolved over the author’s years of consulting with diverse clients.

This article is structured in two major sections, the risk analysis stage and the control selection stage; each stage is broken down further into substages. A scenario walk-through is provided at the end of each stage, to provide practical insight to the approach.

**Figure 1** illustrates the risk analysis and control selection stages and their corresponding substages.

**Risk Analysis Stage**

The risk analysis stage includes the following substages.

**Explore Threats and Vulnerabilities**

These stages explore the threats and vulnerabilities of the systems, spread across the inspection universe, through a thorough analysis of the inherent and the interdependent threat sources. The methodology is as follows:

- **Establish inspection universe** — The inspection universe refers to the systems and the interdependencies that fall under the scope of the risk analysis exercise.
- **Discover environmental dependencies** — The overall consolidation of IT infrastructure has been accompanied by increasing technical linkages and interdependence within and across businesses. This phase is intended to identify all possible interdependent threat sources, through clear examination of environmental dependencies of the system under scope. Environmental dependencies refer to the handshake/communication points of the system under scope with the business, technology and operational environments (i.e., development, test, production).
- **Identify threats and vulnerabilities** — Based on the inferences derived from the environmental dependencies, this phase analyzes all potential inherent and interdependent threats and vulnerabilities within the inspection universe, by adopting techniques such as manual interpretation, vulnerability scanning and attack simulation.

**Evaluate Risk Probability**

The evaluation of risk probability involves estimating—through expert judgments, historical event analysis, and by drawing inference from the threat and vulnerability identification stage—the probability of the threat source attacking the system within the inspection universe.

During early stages of the project, the threat and vulnerability identification exercise reveals significant numbers of newly explored threats, and insufficient historical data are available to enable a complete quantitative analysis. In this situation, one may have to strike a balance between qualitative and quantitative analysis, through expert judgments. The methodology is as follows:

- **Classify and categorize risks** — Risk classification is the process of analyzing the threats, discovering related patterns and matches among the threats identified, and classifying the associated patterns into distinct subsets, which are further tagged to a threat clause. Based on the aforesaid classification, one may ascertain that controlling an independent threat clause would pass along the mitigation to all its interrelated subsets. The threat subsets are further reviewed and categorized against two discrete parameters—threats associated with historical events and newly explored threats.
threats—for there are unique approaches to calculating the risk probability and cost at risk, which are described in the subsequent risk analysis stages.

• **Calculate risk probability**—Risk probability involves calculating the probability the threat source will attack the system under scope, based on the historical events reported over a sampled time period. Risk probability is calculated as an annual estimate and is expressed in percentage scale. The selection of a sample period requires expert judgment, where reliance has to be placed on factors such as:
  - The sample time frame reporting of a considerable number of risk events required to perform meaningful analysis
  - The sample time frame’s lack of witness to a substantial change to the system under study

As said earlier, in the event of newly explored threats, one may have to incorporate logical judgments toward calculation of risk probability, as historical analysis could not be performed. The threat classification and the threat type could be arrived at by an entity by calculating the cost of the change to the system under study.

For the category of threats associated with historical events, the risk probability is calculated as:

\[
\text{Risk Probability} = \frac{\text{Total Number of Risk Events Reported Over a Sampled Period}}{\text{Sampled Number of Years}} \times 100
\]

**Estimate Cost at Risk**

The cost at risk substage involves estimating the value of damage that the risk event can impose to the system under scope. A tangible estimation technique, with due consideration of direct, indirect, and overhead costs, has to be arrived at by an entity by calculating the cost of the risk event. In the case of newly explored threats, the calculation of the cost at risk requires expert judgment, in close liaison with other key elements such as the service impacted and service commitments. For threats associated with historical events, the cost at risk is calculated using the following methodology:

• **Determine average restoration cost**—The average restoration cost is calculated as the average clean-up costs of all threat subsets associated with the threat clause for the sampled time period. The average restoration cost is calculated as:

\[
\text{Average Restoration Cost} = \frac{\text{Sum of the Cleanup Costs}}{\text{Number of Risk Events Reported Over the Sampled Period}}
\]

• **Calculate cost at risk**—The cost at risk is the restoration cost calculated for the probable number of risk events identified on the system under study. The calculation should follow a bottom-up approach, whereby the cost at risk, pertaining to the threat subsets, is calculated first, followed by the threat clause. The association of the threat clauses with the systems under study can unveil the cost at risk tagged to the overall system. The cost at risk is calculated as:

\[
\text{Cost at Risk} = \text{Risk Probability} \times \text{Average Restoration Cost}
\]

**Prioritize Risk**

Risk prioritization provides a systematic means of prioritizing risks based on the risk exposure rating, which is calculated from the inputs received from the risk probability and the cost at risk stages.

The methodology is as follows:

• **Prepare risk probability score catalog**—The risk probability score catalog integrates a scoring system to the earlier calculated risk probability values, whereby one could ascertain the risk probability levels as critical, medium, and low, with rankings assigned at each level. Figure 2 illustrates a simple risk probability scoring system.

<table>
<thead>
<tr>
<th>Risk Probability Range</th>
<th>Levels</th>
<th>Numeric Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% to 25%</td>
<td>Low</td>
<td>1</td>
</tr>
<tr>
<td>26% to 60%</td>
<td>Medium</td>
<td>2</td>
</tr>
<tr>
<td>&gt;60%</td>
<td>Critical</td>
<td>3</td>
</tr>
</tbody>
</table>

• **Prepare cost at risk score catalog**—Similar to the risk probability score catalog, the cost at risk score catalog utilizes a scoring system to define high, medium, and low cost at risk levels for the earlier calculated cost at risk values. Figure 3 illustrates a simple cost at risk scoring system.

<table>
<thead>
<tr>
<th>Cost at Risk Range</th>
<th>Levels</th>
<th>Numeric Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% to 25%</td>
<td>Low</td>
<td>1</td>
</tr>
<tr>
<td>26% to 60%</td>
<td>Medium</td>
<td>2</td>
</tr>
<tr>
<td>&gt;60%</td>
<td>Critical</td>
<td>3</td>
</tr>
</tbody>
</table>

• **Prepare risk exposure score catalog**—The risk exposure score is derived as a product of the risk probability score and the cost at risk score, as follows:

\[
\text{Risk Exposure} = \text{Risk Probability} \times \text{Cost at Risk}
\]

Figure 4 illustrates the risk exposure scoring system.

<table>
<thead>
<tr>
<th>Risk Exposure</th>
<th>Low Cost at Risk (1)</th>
<th>Medium Cost at Risk (2)</th>
<th>High Cost at Risk (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Probability (1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium Probability (2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical Probability (3)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• **Prepare risk prioritization catalog**—This involves integrating a scoring system to the risk exposure ratings, where the outcome represents the risk prioritization scores and their corresponding priority levels. The risk prioritization matrix provides an insight to the prioritization system. Figure 5 illustrates the risk prioritization scoring system, and figure 6 illustrates the risk prioritization matrix.

<table>
<thead>
<tr>
<th>Risk Prioritization Score</th>
<th>Acceptable</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(LL)</td>
<td>Acceptable</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2(LM,ML)</td>
<td>Low</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3(CL,LH)</td>
<td>Medium</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4(MM)</td>
<td>High</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6(CM,MH)</td>
<td>Too High</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9(CH)</td>
<td>Critical</td>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
scoring system and a cost at risk value of US $31,750 is rated at a high-impact level in cost at risk scoring system. The risk exposure score is calculated as critical, based on the risk probability and the cost at risk scores.

Control Selection Stage

The risk analysis stage includes the following substages.

Short List Controls

The short-listing of controls involves planning risk treatment methodologies in controlling the consequences of risk, by mitigating the risk probability.

The methodology is as follows:

- **Identify risk treatment plan**—The risk prioritization exercise aids the business in controlling the analyzed risks through risk treatment plans. Some risks may be considered potentially destructive, in which case an organization may choose to avoid them completely or it may seek to transfer them. Other risks may be accepted with no further actions, depending on the organization’s risk acceptance level.

- **Short list suitable solutions**—The proposed solution might be a single control or a combination of controls, based on the criticality of the risk, where a combination control could be partly preventive and partly detective in nature. In the event that multiple proposed solutions exist for a particular risk item, the most appropriate ones should be short listed based on cost, adoptability, maintainability and scalability factors.

Evaluate Residual Risk for the Proposed Control

The calculation of residual risk for the proposed control would allow an organization to estimate the overall risk factor that will be mitigated on implementing the said control/solution. If the estimated residual risk level breaches the organization’s risk acceptance threshold, the business could analyze opportunities toward further strengthening the control.

The method is as follows:

- **Identify control achieved**—Control achieved is calculated through solution analysis of the short-listed controls.

- **Calculate residual risk**—Controls do not always completely eliminate risk. Any risk remaining after implementing a control is referred to as “residual risk.” Though it seems premature to calculate the residual risk before implementing a control, one could estimate the effectiveness of the proposed control by calculating the residual risk based on the previously calculated control achieved value. The logic behind the calculation of residual risk for the proposed control is to identify the amount of control lost on the probable risk element.

Residual risk can be calculated as follows:

\[
\text{Residual Risk} = \text{Control Lost} \times \text{Risk Probability}
\]

Control lost can be calculated as:

\[
\text{Control Lost} = (1 - \% \text{ of Control Achieved})
\]
### Analyze Cost-value Proposition

The calculation of the cost-value proposition involves evaluation of the cost-benefit of implementing the proposed solution. The value derived out of the calculation provides a data-driven decision system for management to realize the cost-benefit of implementing the proposed control.

The methodology is as follows:

- **Calculate cost at risk (with control)** —The cost at risk calculation with control provides, as an estimated value of damage, what the risk event can impose to the system under scope after the implementation of the proposed control. The estimation utilizes the input derived from the residual risk toward calculation of the cost at risk (with control). Cost at risk (with control) can be calculated as:

  \[
  \text{Cost at Risk (With Control)} = \text{Residual Risk} \times \text{Average Restoration Cost}
  \]

- **Calculate cost of control** —The cost of control is defined as the sum of the solution cost and the cost at risk (with control). The rationale behind this logic is, on selecting the said control, the business has to accommodate the solution cost and the cost at risk (with control), since, in most cases, the solution may not control the risk completely and may leave behind some residual risk which, in turn, associates a cost factor to it. If the said solution completely controls the risk without any residue, then the cost at risk (with control) will be zero and the cost of control is equal to the solution cost.

- **Calculate cost-value proposition** —The cost-value proposition is calculated as the difference between the cost at risk (cost at risk without control, calculated as part of the risk analysis stage) and the cost of control. The logic is straightforward. If the outcome of the calculation reveals a positive value, then it is certainly considered cost-effective; if the value is negative, though it is not cost-effective, it needs an expert’s judgment to analyze the benefit derived from the investment. The cost-value proposition is calculated as:

  \[
  \text{Cost-value Proposition} = \text{Cost at Risk (Without Control)} + \text{Solution Cost (Corrected to Annual Spend)} - \text{Cost of Control}
  \]

The solution cost must be expressed as an annual spend figure. Any solution has a desired lifetime. (Any major change or upgrade to business might demand a change or upgrade to the solution, too). The solution lifetime value is a judgmental value specific to a business unit, which, in turn, is driven by the organization strategy, core functional domain and more. If the solution lifetime value is n years, then the overall solution cost has to be approximated to an annual value for calculating the cost of control:

\[
\text{Cost of Control} = \text{Residual Risk} \times \text{Average Restoration Cost}
\]

- **Cost of Control** = \( \text{Cost at Risk (With Control)} + \text{Solution Cost (Corrected to Annual Spend)} \)

The solution cost corrected to annual spend for Solution A for a four-year period is calculated as:

\[
\text{US} 100,000 \times (1 - 0.90) \times 0.75 = \text{US} 15,000, \text{US} 28,175
\]

and for Solution B is:

\[
\text{US} 75,000 \times (1 - 0.82) \times 0.75 = \text{US} 28,125, \text{US} 31,750
\]

The solution lifetime value is n years, hence, the solution cost corrected to annual scale for Solution A and Solution B would be 

\[
\text{US} 150,000 / 4 = \text{US} 37,500 \text{ and } (\text{US} 100,000 / 4) = \text{US} 25,000
\]

The cost of control is calculated as (US $100,000 / 4) = US $25,000 and (US $125,000 / 4) = US $31,250, respectively. The cost of control for Solution B is (US $31,250 - US $25,000) = US $6,250. The cost at risk (with control) is calculated for the proposed solution as (US $31,250 - US $100,000 / 4 = US $28,175 for Solution B. The cost value proposition for Solution A is calculated as (US $31,750 - US $15,000) = US $16,750 and for Solution B is (US $31,750 - US $28,175) = US $3,575. As per the values derived out of the cost-value proposition exercise, Solution B reveals a positive cost-value and Solution A reveals a negative cost-value. A positive cost-value outcome provides an encouraging rationale toward selection of the solution.

### Conclusion

In the current frequently changing demands of the regulatory landscape, businesses need to stay abreast of managing their IT risks. It is imperative that they modernize their traditional risk management concepts toward value-driven techniques.

The data elements derived out of this approach facilitate the business in understanding its current risk exposures and planning solutions for controlling them through a well-proven cost-value analysis technique. The value-driven approach will eventually improve an organization’s capability for effectively managing its IT risks and, in turn, complying with fiduciary demands.
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The Problem of Identity Theft

Identity theft is a type of fraud that is committed when an individual uses someone else’s personal information, such as Social Security numbers, account numbers and driver’s license numbers, without their permission. Identity thieves can affect consumers in different ways. For example, identity thieves can obtain access to someone’s bank account and transfer funds to other accounts and even incur fraudulent charges on credit card accounts. Furthermore, identity thieves can open new accounts in the customer’s name, incur expenses and never pay the bills. Such fraudulent actions can have devastating effects on the credit rating of the affected consumer.

Federal Law

In 2003, the US Congress reacted to the increasing problem of identity theft by amending the Fair Credit Reporting Act with sections 114 and 315 of the Fair and Accurate Credit Transactions Act (FACT Act).

Section 114 directed various US federal agencies to issue joint regulations and guidelines regarding the detection, prevention and mitigation of identity theft. This included special regulations requiring debit and credit card issuers to validate notifications of changes of address that are followed closely by a request for an additional or replacement card.

Section 315 requires various US federal agencies to issue joint regulations and guidelines regarding policies and procedures that entities using credit reports need to use when the organization receives a notice of address discrepancy.

In November 2007, several US federal agencies issued their joint final rules and guidelines concerning identity theft red flags and address discrepancies. The agencies include the Office of the Comptroller of the Currency (OCC), Board of Governors of the Federal Reserve System (FR Board), Federal Deposit Insurance Corporation (FDIC), Office of Thrift Supervision (OTS), National Credit Union Administration (NCUA) and the Federal Trade Commission (FTC). The joint final rules and guidelines became effective on 1 January 2008. The mandatory compliance date for these final rules was 1 November 1 2008.

The new rules and guidelines require the following primary components:

• Development, implementation and enforcement of an identity theft prevention program
• Performance of ongoing and comprehensive risk assessments
• Development of specific policies, procedures and practices to combat identity theft issues
• Training for entity personnel
• Oversight of service providers
• Management and oversight of the program

The above components need to be properly addressed in a written and formal identity theft prevention program. The following sections expand on the basic requirements of the new rules and guidelines.

Entities That Must Have an Identity Theft Prevention Program

Financial institutions and creditors such as banks, finance companies, automobile dealers, mortgage brokers, utility companies and telecommunications companies offer or maintain one or more covered accounts. They must develop and implement a written identity theft prevention program that is designed to detect, prevent and mitigate identity theft in connection with the opening of a covered account or any existing covered account.

Covered accounts are accounts used primarily for personal, family or household purposes. They involve or are designed to permit multiple payments or transactions such as a credit card account, mortgage loan, automobile loan, margin account, cell phone account, utility account, checking account and savings account.

A covered account is also defined as any other account that the financial institutions or creditors offer or maintain for which there is a reasonably foreseeable risk to customers or to the safety and soundness of the financial institutions or creditors from identity theft, including financial, operational, compliance, reputation or litigation risks.

The program must be appropriate to the size and complexity of the financial institution or creditor and the nature and scope of its activities.

Financial institutions or creditors must perform periodic risk assessments to determine whether they offer or maintain covered accounts.

Reasonable Policies, Procedures and Practices

The program must include reasonable policies, procedures and practices to:

• Identify identity theft red flags (patterns, practices and activities that indicate possible identity theft). When identifying red flags, the entity must consider the types of covered accounts it offers and/or maintains, the methods it provides to open its covered accounts, the methods it provides to access its covered accounts, and its previous experiences with identity theft problems.
• Detect identity theft red flags. Such policies, procedures and practices must cover measures like obtaining and verifying identifying information about the individuals, authenticating...
customers, monitoring transactions, and verifying the validity of change of address requests.

- Respond to identity theft red flags in a way that is commensurate with the degree of risk posed. For instance, the practices used to respond to a computer security breach compromising the data of many clients or the compromise of customer data via a fraudulent web site will have to be very different from those required to control the compromise of customer data contained on hard copy documents. The prevention and mitigation measures to respond to identity theft red flags should include the use of better logical and physical security measures, ongoing monitoring of account activity, closing selective accounts, and notifying law enforcement.
- Form a reasonable belief that a consumer report relates to the consumer about whom a report has been requested, when the entity receives a notice of address discrepancy
- Provide an address for the consumer that the entity has reasonably confirmed is accurate to the consumer reporting agency from which it received the notice of address discrepancy
- Assess the validity of a change of address if a credit card issuer receives notification of a change of address for a consumer’s debit or credit card account and within a short period of time after the card issuer receives a request for an additional or replacement card for the same account

Management Must Approve, Oversee and Update the Program

The board of directors, an appropriate committee of the board of directors or a designated employee at the level of senior management must formally approve the program and must be responsible for the oversight, development, implementation and administration of the program. The board of directors or designated senior management personnel must assign specific responsibility for the program’s implementation, review status reports prepared by entity personnel designated to implement the program and approve necessary changes to the program.

The program must address appropriate and effective oversight of service provider arrangements. Financial institutions or creditors should take steps to ensure that the activities of service providers are conducted in accordance with reasonable policies and procedures designed to detect, prevent and mitigate the risk of identity theft. Financial institutions or creditors should require service providers by contract to have policies and procedures to detect relevant red flags as well as report the red flags to the financial institutions or creditors.

The program must address the necessary staff training to effectively implement the program.

The program must be updated periodically to reflect changes in risks, such as changes in identity theft methods used, entity experience with identity theft problems, and changes in the business structure including a merger or hiring a new service provider.

Enforcement

The new US federal identity theft regulations are part of the recent trend for legislation and regulations to strengthen protections for private information and prevent harm to the public. It is expected that regulators will enforce this regulation just as vigorously as they have enforced regulations issued under other statutes concerned with privacy such as the US Gramm Leach Bliley Act (GLBA).

Enforcement of these identity theft regulations will be handled by the US agencies that issued the regulations: OCC, FR Board, FDIC, OTS, NCUA and FTC. In recent years, these same US federal agencies have taken numerous enforcement actions against institutions for failure to have adequate programs to safeguard customer information. Federal regulators have taken both formal and informal enforcement actions.

The FR Board, FDIC, OCC and OTS combined have taken more than 57 formal enforcement actions in the past six years. The FTC has brought more than 14 enforcement cases in the past six years against firms for failing to maintain reasonable procedures to protect sensitive consumer data.

The following are examples of regulators’ recent formal and informal enforcement actions for organizations not properly safeguarding sensitive customer information:

- **Cease and desist order**—A California-based financial institution improperly disposed of hundreds of customer loan files. A cease and desist order was issued against the institution and its service provider. Both the institution and its service provider were assessed hundreds of thousands of US dollars in civil penalties. The institution was required to notify customers of the security breach.
- **Order directing compliance with information security standards**—Examination of a state chartered bank disclosed significant computer system deficiencies and inadequate controls to prevent unauthorized access to customer information. The bank was required to perform a formal risk assessment of internal and external threats and to ensure that computer user access levels were appropriately restricted.
- **Enforcement actions related to employees**—A retail credit card bank’s information was compromised. The FTC and the bank regulatory agency reviewed identity theft complaints and determined that the information was misused. The bank was ordered to notify its customers. The financial regulator imposed on an employee a lifetime prohibition from the banking industry plus civil penalties.
- **Enforcement actions related to employees**—A federal regulator found that a large financial institution had hired a convicted felon who engaged in crimes related to identity theft. The regulatory agency directed the financial institution to improve its employee screening policies, procedures, systems and controls.

Audits and enforcement of the new identity theft regulations began as of 1 November 2008, the date by which compliance is mandatory. Organizations and individuals should expect similar types of sanctions and fines as those that various regulatory agencies are already imposing to enforce security-related US federal regulations, such as GLBA.

Conclusion

The new identity theft regulations reflect the strong concern in preventing and fighting the crime of identity theft. The regulations are different from other security-
related federal regulations in that these regulations focus only on identity theft, which is only one of the many security problems that an organization can face. These regulations also differ from other security-related regulations because they cover a broader range of industries, rather than focusing on specific industries. Still, the identity theft regulations need to be applied in conjunction with other existing federal regulations, such as GLBA, because these regulations also aim to protect individuals’ private information and have related requirements.

The new identity theft regulations are a positive step toward protecting individuals’ private information and fighting fraud. These regulations demand the use of controls to not only prevent identity theft, but also to detect and respond to identity theft incidents as they are taking place. They emphasize that organizations must respond appropriately to identity theft red flags. Still, criminals will continue to adjust their methods for stealing others’ identities and money. Therefore, to effectively prevent identity theft, organizations will need to be vigilant beyond the specific requirements of the new regulations.

Silka Gonzalez, CISA, CISM, CISSP, CITP, CPA is the president of Enterprise Risk Management, one of the leading providers of IT security, risk management, IT audit, computer forensics, regulatory compliance and SAS 70 services to global businesses, with offices in the US and India. She can be reached at info@emrisk.com.
Issues With Auditing the Systems Development Process

By Dave Henderson, Ph.D.

The importance of methodologies is an important consideration for IS auditors when reviewing the systems development process. Systems development carries numerous potential risks including:
1. Inadequate controls in the development process
2. Schedule and budget overruns
3. User requirements not being met by the application system
4. Inadequate stakeholder involvement

Because a methodology can help mitigate risk during systems development, IS auditors should ensure that development teams use it appropriately. Without the appropriate use of a methodology, the systems development process may be controlled loosely, thereby making it difficult to mitigate these risks. For example, if a development team builds an application system using an inappropriate methodology, the application may fail to meet user needs—a significant risk during systems development.

Methodologies also warrant the attention of IS auditors, because the existence of a documented methodology suggests a more dependable IT operating environment and provides appropriate documentation for each phase of the systems development process. Furthermore, IS auditors may need to consider the existence of a methodology to ensure compliance with the Capability Maturity Model Integration (CMMI) standards or International Organization for Standardization (ISO) standards. Finally, methodologies are an important consideration for IS auditors, because more mature systems development practices (e.g., use of a methodology), as required for CMMI compliance, can facilitate Sarbanes-Oxley compliance.

Role of IS Auditing in the Systems Development Process

IS auditors typically execute three types of reviews of the systems development process: a preimplementation review, a parallel review and a postimplementation review. During a preimplementation review, the IS auditor investigates the proposed methodology and considers its applicability and the potential risks associated with the systems development project. In a parallel review, the IS auditor reviews the pertinent stages of the methodology as they proceed and, subsequently, calls attention to possible risks and provides suitable risk mitigation approaches. Finally, during a postimplementation review, the IS auditor reviews the relevant stages of the methodology after the systems development project has been completed. Furthermore, the IS auditor emphasizes issues faced during the systems development project and provides recommendations for
improvement. When conducting preimplementation, parallel or postimplementation reviews of the systems development process, IS auditors should confirm that development teams have adopted a valid methodology and that they are using it appropriately.¹⁴

**Methodology Tailoring**

Methodology tailoring, the purposeful customization of the organization’s formal methodology for the characteristics of a particular development context, affects how development teams use a methodology and represents an important issue for IS auditors to consider.¹⁵ Rather than following a methodology rigorously, developers typically modify a given methodology based upon several factors, including the organization’s adopted methodology, the development context, the roles of the methodology, the type of system being developed and developer-related factors (see figure 1).¹⁶ These factors interrelate to create a tailored methodology for every systems development effort.¹⁷

![Figure 1—Methodology Tailoring](image)


The “formalized methodology” factor of the Fitzgerald framework illustrated in figure 1 refers to the formal methodology adopted by the organization. The formal methodology serves as a foundation for the tailored methodology. The “roles of method” factor in figure 1 refers to how a methodology can play a rational role or a political role. Examples of rational roles include breaking down the systems development process into logical steps, assisting project management and increasing discipline in the systems development process. Examples of political roles include increasing the professionalism of systems development, providing a paper trail of the development process, meeting a certification established by an external organization (e.g., CMMI, ISO) and fulfilling a client requirement.¹⁸

The “business/development context” factor shown in figure 1 is defined as the environment within which the systems development process occurs. Characteristics of the development context can influence how development teams use the methodology. For example, the development of a large system may require different collaboration tools and techniques than the development of a small system.¹⁹

The type of application system being developed can also affect how developers use the methodology. The development of a unique and highly complex system, for example, may require a more disciplined process than the development of a simple application system.²⁰

Finally, developer-related factors can influence how a development team uses a methodology.²¹ Due to individual differences, developers may use the same methodology differently for a given situation. Developer experience is an important developer-related factor that can influence how a methodology is used. Experienced developers perceive methodologies as frameworks, rather than recipes for systems development to be followed strictly.²² Accordingly, experienced developers can draw upon their knowledge to appropriately customize a given methodology to the development context.²³ Inexperienced developers, on the other hand, may find a methodology to be a useful handbook for learning the organization’s system development processes and are more likely to follow a methodology rigorously to make up for their lack of self-confidence.²⁴

Methodology tailoring has several implications for IS auditors when reviewing the systems development process. First, IS auditors should recognize that purposeful methodology tailoring can be desirable because by skipping steps or techniques recommended by the methodology, that may not be applicable to the development context, the development team may execute a more efficient development process.

Second, IS auditors should recognize that the potential exists for some inexperienced development teams to blindly follow a methodology without tailoring it to the development context. Due to their lack of self-confidence, inexperienced developers are more prone to goal displacement—when a developer strictly adheres to the methodology to the detriment of actual development.²⁵ When inexperienced developers follow a methodology too closely, they may perform unnecessary steps during systems development. For instance, completing a lengthy feasibility study, as may be recommended by an organization’s formal methodology, may be unnecessary for a small application system. Performing unnecessary steps during the systems development process, in turn, raises the possibility that the systems development project may not be delivered on time—a potential risk IS auditors should consider during the systems development process.

IS auditors can employ several strategies for reducing the risks associated with inappropriate methodology use. First, they should take an active role in the systems development process.²⁶ By observing how the development team is using the methodology, IS auditors can ensure that the development team is purposefully tailoring the methodology for the development context, rather than rigorously following every step recommended by the methodology. Second, IS auditors should also ensure that experienced development team members, rather than inexperienced team members, customized the methodology. Third, IS auditors should ensure that the development team documented adaptations to the methodology and provided adequate rationale for each adaptation.²⁷
Methodologies and Organizational Politics

Although development teams can use a methodology to mitigate risk during systems development and achieve higher software quality, they can also use it to achieve political objectives. Specifically, development teams may use a methodology to show others that systematic development processes are being used or to block user requirements.

When auditing the systems development process, IS auditors should review documentation to ensure that a formal methodology exists and that deliverables have been created with the use of that methodology. Reviewing documentation, however, may not be enough. Development teams may use a methodology to give the impression that company standards and guidelines have been followed. When development teams use a methodology in this manner, however, they may use it in a superficial way and add or change documentation to give the appearance that they followed the methodology. Consequently, the mere existence of documentation for a methodology does not imply that the development team has used the methodology in an appropriate manner. IS auditors, therefore, need to go beyond documentation and employ additional data-gathering techniques, such as interviewing members of the organization outside the development team. For example, if a development team is using the traditional Waterfall methodology, IS auditors could interview users to see if they formally signed-off on requirements before the coding phase began. Furthermore, IS auditors should take an active role in the systems development process. By participating in the systems development process, IS auditors can ensure that development teams create the appropriate systems documentation when it should be created.

In addition to changing documentation to give the appearance that a methodology was used, development teams may use a methodology to block changes to requirements. For example, the traditional Waterfall methodology discourages changes to requirements after the requirements analysis phase has been completed. Thus, development teams could use the authority embedded in the methodology to prevent requirements changes if they are proposed in phases of the methodology after the requirements analysis phase (e.g., the coding phase). Using a methodology to block changes to requirements may result in an application system that does not meet user needs—a significant risk during the systems development process. To mitigate this risk, IS auditors should interview members of the organization outside the development team, actively contribute to the systems development process and ensure that the rationale for choosing a certain methodology is thoroughly documented.

Conclusion

While this article discusses potential audit risks associated with inappropriate methodology use, its purpose is not to indict all development teams. Certainly, many development teams recognize the importance of methodologies and use them in an informed and logical way. However, given the potential for development teams to use a methodology inappropriately, it is important for IS auditors to understand how to mitigate risks associated with inappropriate methodology use. By actively participating in the systems development process and interviewing stakeholders outside the development team, IS auditors can help ensure that the full potential of the methodology to mitigate many of the risks associated with systems development is realized.
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According to ITGI’s Val IT™ framework, companies that do the following tend to reap significant rewards. Does your organization:

- Continually monitor, evaluate and improve on IT value delivery practices?
- Manage its IT-related initiatives as a portfolio?
- Monitor IT initiatives through their full economic cycle?
- Recognize the different categories of IT-related investments and manage them according to their needs?
- Define and monitor key metrics and respond quickly to changes?
- Assign accountability to appropriate stakeholders to improve benefits derived from IT?

If your organization follows these principles, we’d like to hear from you! Write an article or case study on your organization’s experiences managing IT. Please contact Deborah Vohasek at news@isaca.org.

Further detail about these principles can be found in

Enterprise resource planning (ERP) systems have changed the dynamics of companies’ enterprise applications in many ways. One of the critical benefits of ERP systems is the flexibility they provide so that they can be implemented in a variety of companies and organizations from a small municipal government to a multinational, multilingual manufacturing firm. If implementing the system in a vanilla environment, the same set of code can be used by hundreds of different types of companies. The brilliance of ERP systems is that they have code that can be manipulated by someone without any programming knowledge through a user interface (i.e., form or web page). The behavior of the code is changed by the various system configuration (i.e., setups) settings. Perhaps this flexibility is also one of the greatest curses of an ERP system as well, because, if poorly configured, it can be a disaster for a company.

One of the most important elements in a successful ERP implementation is having the right resources to configure and maintain the system. During an implementation, the right team needs to be in place to help design and transition to the ERP system. That team should know the system very well, including its limitations, and be able to tailor the system to fit the business requirements and recommend extensions or customizations only when necessary.

Enter the real world…. For many enterprises, by the time the system is live, it is either over budget or the enterprise has reduced its scope, or both. The migration to an ERP system is usually far more difficult and time-consuming than most enterprises recognize. Often, the postimplementation support budget has been eaten up and many of the staff members allocated to the project are supposed to go back to their real jobs.

In spite of the emphasis on internal controls in this post-Sarbanes-Oxley world, another reality is that many projects put little emphasis on the design of the applications and security to meet compliance requirements.

The combination of these challenges leaves companies with a need to support the applications in a post-go-live environment, faced with significant support issues. Aimed at trying to address these challenges, companies grant privileged users nearly unlimited access to the applications, with little control or accountability over their use of the applications.

The aim of this article is to provide awareness of risks related to these privileged users as well as guidance on how to address some of the risks.

**Scoping the Problem**

The reality of many companies’ postimplementation environment is that support the system (typically business analysts and developers, together referred to as privileged users) often are given broad access to the applications and the database layers. Many privileged users have access to powerful superuser or manager roles (note that the term role will be used interchangeably in spite of the fact that many companies have not designed their security based on a role) or have custom-built roles that are attached to the same menus as the seeded superuser or manager roles. For example, privileged users supporting the Payables module in Oracle’s eBusiness Suite could be granted access to the Payables Manager role or they could have a custom role. The Payables Manager role is associated with the AP_NAVIGATE_GUI12 menu. Often, in lieu of granting access to the Payables Manager role, a custom role is built called ABC Payables Manager (where ABC is the company name) and that role is associated with AP_NAVIGATE_GUI12 menu. In some cases, certain elements of the AP_NAVIGATE_GUI12 menu are excluded through the use of menu or function exclusions to remove certain functionality from being accessed by the privileged user. In some cases, however, there are no exclusions, which leaves the privileged user with the same access as if they had been granted the Payables Manager role.

The net result is the privileged user is left with significant access to maintain master data, create transactions and make changes to critical foundational setups. In the example above where the privileged user is granted access to the ABC Payables Manager menu, the privileged user may have the ability to enter a supplier, enter an invoice and generate a payment against the invoice. This would be a serious fraud risk noted by an auditor or anyone with a background in internal controls design.

Additionally, the access the privileged user has to critical foundational setups may leave the user with the ability to change the business process, compromise the defined controls and/or circumvent the company’s change management process. For example, he/she could alter the Allow Address Change setting in the Payables Options form to give him/her the ability to change the supplier address on a check when issuing a manual payment.

To monitor these privileged users, management would benefit from an audit trail of all activity for these privileged users, but the design of ERP systems such as Oracle’s eBusiness Suite and SAP does not allow for such an audit trail. Throughout most of the application, the database stores only the most current values, the created-by and last-updated-by information. This challenge can be illustrated, for example, through the Journal Sources form, which is
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a critical foundational setup that controls the ability to manipulate journal entries from subledgers and whether or not those journals are subject to workflow approvals in Oracle’s e-Business Suite.

**Figure 1** is a screen shot of the Journal Sources form. **Figure 2** is an example of how some of this data would look in the GL_JE_SOURCES table (these are not actual column names, but an illustration of the issue).

The challenge when monitoring privileged users is to provide an audit trail of all activity they performed while logged into the production environment. For illustration purposes, Mary Smith is the privileged user and is supporting the GL module. A journal entry is imported from the Receivables module and the controller asks to change the journal entry before it is posted. So, a call is placed to Mary Smith to uncheck the Freeze Journals button so the journal entry can be updated in the GL. The values after this change are shown in **figure 3**.

Then, after the change is made to the journal, the Freeze Journals button is set back to Yes. The values would then appear at the database level as shown in **figure 4**.

When the database is queried to determine what has changed, it will show that the Last Updated By and Last Updated Date values were changed by Mary Smith. However, the data in the Freeze Journal column is exactly the same as it was prior to Mary’s changes. Based on the data stored in the database, there is no way of identifying the changes made by Mary.

What about an audit trail? Is there not a mechanism to store the changes that Mary made when she updated the
Therefore, the change management process should take into account critical forms-based changes that can have a significant impact on the integrity of the business process or the controls related to that business process.

The following examples may help illustrate the risk. First, in Oracle’s e-Business Suite, the Purchasing Options form allows a user to define the matching requirements (two-, three- or four-way) that default on the PO lines (even though they can be overridden by the buyer). If the company has a requirement that all POs go through a three-way match and this setting is changed, it changes the business process (i.e., invoices matched to POs will no longer go on matching hold waiting for a receipt) and the controls (i.e., the company will likely fail testing of that control during the next management or Sarbanes-Oxley section 404 testing cycle). A second example is the value sets related to the chart of accounts (or Accounting Key flexfield). If a user in Fixed Assets is trying to maintain a Location flexfield, but makes an unauthorized change to the value set of one of the segments in the chart of accounts, this could cause a control deficiency. Both the Purchasing Options and Value Set Maintenance forms may be forms that a privileged user has in the production environment. Both changes, perhaps, should go through the change management process, so that the changes are authorized and approvals are properly documented.

The privileged user could also have access to forms that allow embedded Structured Query Language (SQL) statements that could manipulate data (INSERT, UPDATE, DELETE, etc.) or database structures (ALTER, TRUNC, DROP, etc.).

**Using Database and OS Logins**

The definition of privileged users can also extend to those who can manipulate data through database and operating system logins. While most of the remainder of this article relates to access through the applications, one needs to consider the ability to manipulate or access data through these means as well. To the extent that mechanisms are put in place to monitor access of privileged users at the application level, some mechanisms can also provide some monitoring of database and OS users. As such, the mechanisms could be accomplishing multiple objectives and should be coordinated with those that are designing monitoring controls for privileged users at those levels, as well.

**Options for Monitoring Privileged Users**

With these risks in mind, how are companies monitoring privileged application users? This article looks at the pros and cons of three common ways to monitor privileged users:

1. Use of sign-on Audit functionality
2. Selective auditing of high-risk setups and master data
3. Monitoring of transactions entered

**Use of Sign-On Audit Functionality**

Oracle eBusiness Suite has a profile option called “Sign-On: Audit Level.” This can be set at various levels including None, User, Responsibility and Form. Oracle recommends, and many experts agree, that this profile option is most
appropriately set at the Form level. This provides for the most information to be collected since Form is the lowest level of detail allowed. When set at the Form level, this tracks the responsibility and form used when a user, including privileged users, logs into the application. A Sign-On Audit Forms report can be run to identify the forms accessed by the user.

Some companies use this functionality to track the forms that the privileged users access when they log into the application. Some companies also require that privileged users log their activity via a help-desk ticket or other mechanism and compare the help-desk ticket logs to the forms they use (via the Sign-On Audit Forms report) to make sure they are consistent. Employees are questioned about any discrepancies or unusual activity.

The benefit of using this method is that the functionality is built in to the core applications (i.e., seeded functionality) and, therefore, is free. This method provides some limited accountability.

The limitation of using this functionality is that the reporting tells nothing about what was done when the user accessed the form. The Sign-On Audit Forms report merely tells that the form was opened; it does not indicate whether the user solely viewed the data or made changes to the data. Therefore, if the privileged users logged that they went into the Suppliers form to look at some settings for a particular supplier, it is unknown whether they only looked at the supplier or if they set up a fictitious supplier.

**Selective Auditing of High-risk Setups and Master Data**

The next two layers of monitoring require that a risk assessment process be performed to identify the areas of risk within the application. A proper risk assessment process will take a look at each of the modules and overall system settings to identify which access has the greatest risks to the company.

Some functions have risk for all companies. Accessing certain forms that allow SQL statements to be embedded in them, and then executed, have risks for all companies. Access to maintain certain master data, such as Remit-To Addresses and Banks, has risk for all companies. For these types of transactions, the company will want to have a detailed audit trail of all changes so that it can properly audit the changes. Because of the lack of a detailed audit trail, one particularly high-risk situation (remember the Journal Sources example) is where the data are changed by a privileged user then changed back. For example, if a privileged user knew when a payment run was being scheduled for a large vendor that was paid via an automated clearinghouse (ACH), the user could change the bank account to a fictitious bank account number on the day prior, and then change it back after the payment batch process was run. Absent a detailed audit trail of the changes, it would be difficult to piece together the audit history of that fictitious payment.

However, risks of access to many functions can be identified only by taking into account the mitigating controls for each particular company. For example, if the company has a good process for reviewing supporting documentation and assessing the validity (i.e., checking for fraud) of the expenditures before checks or ACH transactions are sent, then the entry of a fictitious supplier may not seem risky to the company, based on the likelihood that the review would catch fictitious expenditures. However, if the review process looks at only checks over a certain monetary amount (i.e., significant expenditures), the company may be at risk for fraud below the defined “significant amount” and want to put into place some additional procedures such as an audit of the supplier entry process.

Once the high-risk areas are identified, the company may want to put in some additional monitoring controls to make sure the privileged users do not compromise the processes and controls or allow privileged users to commit fraud while performing their role. The monitoring may take the form of the use of alerts (which are fired typically based on a trigger) or a trigger or log-based auditing solution. The use of a database trigger or various types of logs (network or redo) is typically secured from most privileged users because most privileged users do not have the ability to manipulate the audit data or logs. However, the risk exists that a developer performing support functions could have access to the Define Alerts screen and could disable the alert when going into certain high-risk forms to evade an audit trail. If using alerts, any changes to alerts should be tracked by someone other than the developer (i.e., the database administrator [DBA]) and/or be audited for any changes such as disabling.

Both triggers and auditing through log files potentially have benefit for operating system (OS) and DBA users, but may not be foolproof because of the ability to manipulate the data, triggers or logs using other logins (database or OS). Therefore, companies need to do the research and know what other capabilities the privileged users have before relying on audit trails.

**Monitoring of Transactions Entered**

The next possible layer of monitoring of privileged users is the monitoring of transactions. For discussion purposes, the transactions have been segregated from high-risk setups and master data because the volume of data on transactions such as POs and AP Invoices is significantly higher than the volume of data for setups and master data. Therefore, the technology for monitoring high-volume transactions needs more discussion.

Even though transactions can be monitored via triggers, they typically are not because of the possibility of performance issues. Some vendors allow leverage FGA or have custom triggers that allow for conditions to be placed on them such that the trigger body would fire only under certain conditions (e.g., when the transaction is being performed by a specific privileged user). Under the right circumstances, triggers could be used even on high-volume transaction tables.

The use of logs to monitor transactions entered by privileged users may be a sound technique depending on the types of logs and other capabilities of the privileged users. Logs have very little system performance risk, so they are ideal for transaction monitoring on high-volume tables, especially if the company has purchased a log-based solution for other purposes (e.g., monitoring activities of key DBAs).
The use of standard tables to monitor transactions entered by privileged users is a reasonable solution as well. Whereas in master data there are risks such as maintaining the data and then changing them back (as discussed earlier), there is less risk of this when entering transactions. Therefore, reports developed against the Created By and Last Update By columns should capture most of the significant activity, especially if there is strong monitoring of critical master data and setups.

Who Owns the Tools?

One final topic to be considered relates to who implements and owns the tools. Generally, the privileged users the company is trying to monitor either are developers or business analysts. In a larger environment, either finance or corporate governance would own the configuration and maintenance of the tool. The other option is to have the DBA staff own it, since they are likely not privileged users at the application level. DBAs typically are the ultimate privileged users because of their ownership of the Apps login at the database level.

Part of the decision process is what tool or tools would be used to monitor the privileged users. Some tools have a user interface that is intuitive for a functional user in finance or corporate governance, and some tools would best be maintained by someone with a technical background, such as a DBA. In any case, the company does not want the fox watching the chicken coop, so the analysts or developers should not be involved in the implementation or maintenance of the application. Also, internal audit needs to maintain its independent role and, therefore, should not be involved.

Ideally, the group in charge of the risk assessment process is also responsible for implementing the controls to monitor the risks identified. Usually, this is either finance and accounting personnel or a separately defined corporate governance group.

Conclusion

In an ideal world, a company would not need to grant excessive access to privileged users in a production environment. Many companies, though, have chosen to grant broad access to a limited number of users to support and maintain the system. The hope is that they have assessed the risk appropriately and put in proper monitoring mechanisms to reduce the various risks excessive access causes.

Endnotes

1 See detailed list of such forms in Oracle’s Metalink document 189367.1, and some assessment in Oracle’s Metalink note by joining the Internal Controls Repository at http://tech.groups.yahoo.com/group/oracleappsinternalcontrols/.
2 To understand the full scope of what it takes to perform a proper risk assessment, see the white paper titled “Risk-based Assessment of User Access Controls and Segregation of Duties for Companies Running Oracle Applications” from the Oracle Users Best Practices Board at www.oubpb.com.
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In today’s information age, organizations rely heavily on and are being affected by every kind of information system flooding into the business world. On the other hand, enough horror reports of faulty systems and their associated problems and catastrophes, resulting in inconvenience, annoyance, misinformation, loss of information and loss of money, have been seen.1 The importance of software quality is beyond question and, hence, should be addressed seriously. Therefore, software development should always be accompanied by testing, which is a primary means to detect software failures and to prevent faults from propagating through to the final production system, where the cost of removal is far greater.

Among the research work on testing, many focus on test-case generation. This is because the comprehensiveness of test cases will affect the scope of testing and, in turn, the chance of uncovering software failures. Because of the importance of test cases, people who are in charge of performing (e.g., software practitioners) or reviewing (e.g., IT auditors) software testing activities should have a good understanding of the fundamental concepts and problems associated with test-case generation.

Fundamental Concepts of Black Box Testing

The black box approach is a mainstream type of technique for test-case generation. In this approach, test cases are generated according to information derived from the specification document (or simply the specification) without requiring the knowledge of how the programs are written. Thus, the black box approach can be applied to test off-the-shelf software packages, where the source codes are normally not available from vendors. This testing approach is very popular in the commercial sector.

There are a large variety of test-case generation methods in the black box approach, including the choice relation framework,2 the classification-tree methodology,3 domain testing4 and orthogonal arrays.5 Most of these methods generate test cases in three steps:
1. Identify categories and choices from the specification.
2. Select valid combinations of choices.
3. Construct test cases from the valid choice combinations.

Example 1 illustrates these three steps.

Example 1

The example used here is a course enrollment system at a university. To evaluate whether a course enrollment by a student should be approved, the system accepts the following inputs regarding the students concerned (Each of the following inputs will affect the functions of the system. The details, however, are not included here.):
- Student ID: A five-digit number
- Degree level: “Undergraduate” or “Postgraduate”
- Degree type: “Coursework” or “Research.” All undergraduate degrees are by coursework, while postgraduate degrees can be by coursework or research.
- Degree: Examples are “BA,” “BS,” “BEng,” “MBA” and “PhD.”
- Number of courses enrolled (N): “N = 0,” “1 <= N <= 8” or “N >= 9”

(Step 1) First, categories are identified from the specification of the course enrollment system. A category is defined as a major characteristic of a system input or state that affects its execution behavior. Degree level, degree type and number of courses enrolled (N) are three possible categories for the course enrollment system. Second, associated choices for each category are identified. Each choice is a single value or a range of values. For example, the choices associated with the category degree level are Undergraduate and Postgraduate, while the choices associated with the category number of courses enrolled are N = 0, 1 <= N <= 8, and N >= 9.

(Step 2) The term “test frame” is used here to refer to a group (or combination) of choices. If a test frame satisfies both of the following conditions—it contains a sufficient number of choices and the combination of such choices is valid—then the test frame is said to be complete; otherwise, the test frame is incomplete. Consider, for instance, the following three examples of test frames:

- Test frame B₁: { |5-digit Student ID|, |Undergraduate|, |Coursework|, |BS|, |N >= 9| }
- Test frame B₂: { |5-digit Student ID|, |Postgraduate|, |Coursework|, |MBA| }
- Test frame B₃: { |5-digit Student ID|, |Postgraduate|, |Coursework|, |PhD|, |1 <= N <= 8| }

B₁ is a complete test frame, because it satisfies both conditions. B₂ is an incomplete test frame, because additional information about the number of courses in which the student enrolled is needed to construct test cases (the first condition is not met). B₃ is also an incomplete test frame because the choices of coursework and Ph.D. cannot be combined together (Ph.D. is not a coursework degree) (the second condition is not met).

Only complete (not incomplete) test frames are useful for testing, and there are some techniques (such as the choice relation framework7 and the classification-tree methodology8)
developed by software researchers and practitioners to help generate complete test frames.

(Step 3) Given a complete test frame containing one or more choices, a value is randomly selected from every choice, and the combination of the selected values forms a test case. For example, the following test case can be formed from B1 in step 2:

\{Student ID = 32390, Degree Level = Undergraduate, Degree Type = Coursework, Degree = BS, Number of Courses Enrolled (N) = 9\}

**Major Problems of Black Box Testing**

The comprehensiveness of the generated test cases depends on how well the previous three steps are performed. Until now, steps 2 and 3 are well supported by a large variety of approaches and methods developed by software researchers and practitioners. On the other hand, not much has been developed to help software testers identify categories and choices in step 1, especially for those specifications that are written mainly in narrative languages. Thus, the identification of categories and choices is often performed in an *ad hoc*, impromptu manner. Such a practice is unacceptable because the comprehensiveness of the identified categories and choices cannot be ascertained by an *ad hoc* approach. If, for example, the software tester fails to identify a valid choice, then any software fault associated with this choice may go undetected.

Example 1 seems to suggest that identifying categories and choices is a straightforward task. However, this identification exercise is not trivial for commercial specifications, which are often complex. Software testers are likely to make mistakes in an *ad hoc* identification exercise. The authors have performed three empirical studies to verify this conjecture.

**Setting of Studies**

Three empirical studies have been conducted to find out the common mistakes made by software testers during an *ad hoc*, impromptu identification of categories and choices from three commercial specifications. The respective specifications used in the three studies are denoted by SPEC-1, SPEC-2, and SPEC-3. The first specification, SPEC-1, is related to the credit sales of goods by a wholesaler to retail customers. SPEC-2 is related to the purchase of goods using credit cards issued by an international bank. SPEC-3 is related to an airline catering system.

More than 40 subjects were recruited for the studies. These subjects were undergraduates or postgraduates in the computer science, software engineering and IT programs at a number of universities. For each specification, every subject was asked to identify a set of categories and choices using an *ad hoc* identification approach. In addition, for every identified category or choice, the subjects were asked to state the reason of its identification to facilitate the subsequent analysis.

**Types of Mistake**

Before discussing the results of these studies, some important concepts must be introduced. As mentioned earlier, categories are defined as the major characteristics of system inputs or states that affect the execution behavior of a system. For every category proposed by the subjects, it may either be identified in accordance with the definition, or incorrectly identified with something else in mind. In view of this situation, any category identified by the subjects is referred to as a potential category. Similarly, any choice identified by the subjects is called a potential choice.

In the study, it was observed that the subjects made various mistakes. The following examples illustrate these mistakes (all these examples refer to the course enrollment system in example 1):

- **Relevant and irrelevant categories**—Suppose two potential categories, namely degree level and student age, are identified by the subject. Degree level is a relevant category (or simply a category), because it is identified with respect to an input that affects the execution behavior of the system. On the other hand, student age is an irrelevant category, because the specification for the system indicates that the age of a student is not relevant to course enrollments.

- **Missing category**—Consider again the degree level category. If the subject fails to identify this category, then degree level is a *missing category*.

- **Valid and invalid choices**—Suppose a subject has identified diploma and undergraduate as two potential choices for the category degree level. Here, diploma is an invalid choice, because a diploma is not a degree program (in this case, degree level is a category with an invalid choice). On the other hand, undergraduate is a valid choice, because undergraduate and postgraduate are the two possible levels of a degree.

- **Missing choice**—Consider the number of courses enrolled (N) category. Suppose the subjects have identified only N = 0 and 1 <= N <= 8 as the valid choices, and the valid choice N > 9 has not been identified. Then, N > 9 is a missing choice and number of courses enrolled (N) is a category with a missing choice.

- **Overlapping choices**—Suppose the number of courses enrolled (N) category is now identified with three associated choices: N = 0, 1 <= N <= 9, and N > 9. In this case, 1 <= N <= 9 and N > 9 are overlapping choices, because the value “N = 9” exists in both choices. Number of courses enrolled (N) is a category with overlapping choices.

- **Combining choices**—Consider the valid choice 1 <= N <= 8 in the number of courses enrolled (N) category. Suppose that this choice is now replaced by two other valid choices: 1 <= N <= 4 and 5 <= N <= 8. Suppose it is also known that, according to the specification, the course enrollment system will behave “similarly” for any value N such that 1 <= N <= 8. With this knowledge, there is no need to identify the choices: 1 <= N <= 4 and 5 <= N <= 8. (In this case, 1 <= N <= 4 and 5 <= N <= 8 are combinatorial choices, and number of courses enrolled (N) is a category with combinatorial choices.) Rather, both choices should be combined to form one single choice: 1 <= N <= 8. Note that such a combination will reduce the number of complete test frames (and also test cases) subsequently generated and, hence, save testing effort. At the same time, the combination will not affect the comprehensiveness of the generated test cases.
• **Composite choice**—Suppose the number of courses enrolled (N) category is now identified with only two valid choices, 0 <= N <= 8 and N >= 9. Here, 0 <= N <= 8 is a composite choice, because the specification states that the course enrollment system will behave “differently” with respect to N = 0 and 1 <= N <= 8. In this case, number of courses enrolled (N) is a category with a composite choice. The composite choice, 0 <= N <= 8, needs to be replaced by the valid choices, N = 0 and 1 <= N <= 8. Otherwise, sufficient complete test frames (and, in turn, test cases) cannot be generated to test every functional behavior of the system.

• **Problematic choice**—A potential choice x in a category is said to be problematic if at least one of the following criteria is met:
  – x is an invalid choice.
  – x is one of the overlapping choices.
  – x is one of the combinable choices.
  – x is a composite choice.

• **Problematic category**—A potential category X is said to be problematic if at least one of the following criteria is met:
  – X is an irrelevant category.
  – X is a category with missing choices.
  – X is a category with problematic choices.

Note that a problematic category may satisfy more than one criterion as listed previously.

• **Problematic set of potential categories and potential choices**—Given a set (denoted by PC) of potential categories and their associated potential choices, it is said to be problematic if at least one of the following criteria is met:
  – PC has missing categories.
  – PC has problematic categories.

### Results of Studies

**Figure 1** shows the statistics of the potential categories (data not enclosed in parentheses) and potential choices (data enclosed in parentheses) identified for each specification. The numbers of potential categories and potential choices increased with the complexity of the specification, with SPEC-1 being the least complex and SPEC-3 the most complex. These numbers varied substantially among the subjects, as evidenced by the large ranges and standard derivations of the numbers of potential categories and potential choices identified. This suggests that the quality of PCs, identified by the subjects in an *ad hoc* manner, also varied significantly.

**Figure 2** shows the statistics of missing and problematic categories for each specification. Similar to the numbers of potential categories and potential choices shown in **Figure 1**, the average numbers of missing categories and problematic categories in each PC also increased with the complexity of the specification. **Figure 2** also shows that the percentages of PCs with missing categories and/or problematic categories in all three specifications were generally high. Two conclusions can be drawn from this latter observation. First, the occurrence of missing categories in PCs would mean that the PCs are not comprehensive, because they do not contain sufficient relevant categories (and associated valid choices) to generate enough complete test frames for testing. Second, the occurrence of problematic categories in PCs would mean that the PCs are not effective, because these problematic categories would result in the generation of incomplete test frames.

The following is some further analysis of the problematic categories identified by the subjects. **Figures 3** and **4** show the percentages of different types of problematic categories.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Number of Potential Categories (Choices)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean**</td>
</tr>
<tr>
<td>SPEC-1</td>
<td>5.5 (12.1)</td>
</tr>
<tr>
<td>SPEC-2</td>
<td>9.9 (23.7)</td>
</tr>
<tr>
<td>SPEC-3</td>
<td>14.0 (33.8)</td>
</tr>
<tr>
<td></td>
<td>* By each subject</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specification</th>
<th>Percentage of PCs With Missing Categories</th>
<th>Average Number of Missing Categories in Each PC</th>
<th>Percentage of PCs With Problematic Categories</th>
<th>Average Number of Problematic Categories in Each PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEC-1</td>
<td>2.1%</td>
<td>0.02</td>
<td>87.5%</td>
<td>0.90</td>
</tr>
<tr>
<td>SPEC-2</td>
<td>47.9%</td>
<td>0.69</td>
<td>95.8%</td>
<td>1.65</td>
</tr>
<tr>
<td>SPEC-3</td>
<td>100.0%</td>
<td>3.59</td>
<td>93.2%</td>
<td>3.59</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specification</th>
<th>Irrelevant Categories</th>
<th>Categories With Missing Choices</th>
<th>Categories With Invalid Choices</th>
<th>Categories With Overlapping Choices</th>
<th>Categories With Combinable Choices</th>
<th>Categories With Composite Choices</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEC-1</td>
<td>0.0%</td>
<td>1.1%</td>
<td>0.0%</td>
<td>2.3%</td>
<td>0.0%</td>
<td>12.8%</td>
</tr>
<tr>
<td>SPEC-2</td>
<td>0.0%</td>
<td>1.9%</td>
<td>0.4%</td>
<td>5.5%</td>
<td>0.0%</td>
<td>8.8%</td>
</tr>
<tr>
<td>SPEC-3</td>
<td>20.0%</td>
<td>2.0%</td>
<td>2.3%</td>
<td>0.7%</td>
<td>0.8%</td>
<td>0.7%</td>
</tr>
<tr>
<td>Averages</td>
<td>6.7%</td>
<td>1.7%</td>
<td>0.9%</td>
<td>2.8%</td>
<td>0.3%</td>
<td>7.4%</td>
</tr>
</tbody>
</table>
in all “potential” categories and in all “problematic” categories, respectively. Figure 5 shows the percentages of PCs containing different types of problematic categories. Furthermore, a closer examination reveals that about 88 percent, 96 percent and 93 percent of the PCs for SPEC-1, SPEC-2 and SPEC-3, respectively, contained at least one problematic category. When comparing figures 3, 4 and 5, the following was observed:

- The relative frequency distributions of different types of problematic category are fairly similar across all three studies.
- Categories with composite choices are the most common, while categories with combinable choices are the least common.

**Conclusion**

The observations during this study clearly show that the ad hoc identification approach in step 1 of most black box test-case generation methods is ineffective. This is because the set of potential categories and potential choices identified by a software tester under this approach is likely to be problematic. Thus, the resulting test cases generated are not comprehensive to test every functional behavior of the system. Those software developers, end users and IT auditors responsible for performing or reviewing testing activities (e.g., user acceptance tests) should be aware of this problem and its adverse impact on the comprehensiveness of testing.

The occurrence of many problematic categories and choices also indicates that there is a strong need for the development of some systematic methods for identifying relevant categories and valid choices from specifications. As an interim solution, based on the above observations, the following checklist was formulated to help software testers detect the existence of missing categories, problematic categories and problematic choices:

- For every potential category, check whether it corresponds to a system input or state that affects the execution behavior of the system being tested. If not, this potential category is irrelevant and, hence, should be ignored.
- Check whether all inputs and states affecting the execution behavior of the system have been identified as categories. If not, there are missing categories that were not identified.
- For every potential choice, check whether it does not exist in any complete test frame. If yes, this choice is invalid.
- For every category, check whether all its associated valid choices together cover all the possible values associated with this category. If not, the category contains missing choices yet to be identified.
- For every pair of valid choices in every category, determine whether these choices are overlapping by checking the existence of common values.
- When identifying potential categories and potential choices, consider also the constraints among potential choices in the formation of complete test frames and the execution behavior associated with these choices. This will help detect the occurrence of combinable choices and composite choices.
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We invite you to send your information systems audit, control, security and governance questions to:

HelpSource Q&A bgansub@yahoo.com

Fax to: +1.847.253.1443
Or mail to: Information Systems Control Journal 3701 Algonquin Road, Suite 1010 Rolling Meadows, IL 60008 USA

Q My organisation, an IT service provider, uses a number of open source tools. As an IT auditor, what are the risks that I should be cognisant about whilst doing an audit of our IT function? What are the risks, if any, that an organisation is exposed to, by using open source tools? I also understand that there are different types of open source licences. Can you give some background information as well, before explaining the risks and controls on open source? I am keen to know your point of view.

A I am glad to receive such an interesting and thought-provoking question.

For ordinary IT users, the open source definition is a bill of the users’ rights. It lists the specific rights that a software licence must grant to its users for it to be classified as open source. IT users, including programmers, enjoy working with open source software (OSS) for many reasons including:

- The right to make and distribute changes to the original program
- The right to make and distribute copies of the program
- GNU General Public License (GPL), Mozilla Public License (MPL), Berkeley Software Distribution (BSD), Artistic Licenses and X Consortium are some examples of licences that meet the requirements of Open Source Definition.

The definition of open source is a specification of criteria that a particular software licence has to meet to qualify it as OSS. Any software distributed as OSS must meet the following conditions:

- **Free redistribution**—The user can make any number of copies of the software and sell them or give them away, and does not need to make payment to anyone for doing this. The user can even sell it, but does not owe any royalty to anyone.

- **Inclusion of source code**—The software distributed as OSS must contain the entire source code/program and must allow distribution of it in both forms: simple source code or compiled version. If the software were to be distributed only in compiled form, for any reason, then the access to the original source code must be made available to those who seek it by some means, e.g., the Internet, at no charge.

- **No discrimination against anyone or any particular endeavour**—The licence must not discriminate against any individual or group of people in terms of them being recipients or not. Equally, it cannot restrict the use of the software for use in any particular field. For example, the licensor cannot prohibit the use of software for, say, research on genetics.

- **Integrity of the authors’ source code**—Some software authors have had fears that their reputation will be at risk should a modified version of the original software be distributed with some unacceptable bugs. Therefore, the OSS must restrict the distribution of the modified source codes, if and only if the licence permits the distribution of ‘patch files’ with the source code, for the purpose of modifying the original program at build time. Equally, the licence must allow for modifications and derived works and must allow the distribution of the derived works to be distributed under the same terms.

- **Licence must not be product-specific**—The rights attached to the product distributed as OSS must not be interlinked with another particular piece of software. This means that a particular piece of software distributed as OSS cannot be distributed free if used with a particular brand of a particular operating system’s software.

- **Distribution of licence**—The rights attached to the OSS must apply to all users to whom the particular software is redistributed without need for execution of any additional licence by those parties. The licence must be automatic with no requirement of signature.

- **No contamination of other software licences allowed**—The OSS must not place any restrictions on other software that is distributed along with the licensed software.

With this background, let us discuss the risks and related controls. Whilst you have stated that your employer is an IT service provider, I am not clear on what types of service get
delivered by them. Hence, I shall try to illustrate some generic risks for your consideration:

- Any service that the enterprise chooses to provide using an OSS must abide by the previously mentioned principles and must not contravene them in any form, even partially.
- Should an OSS be used in any deliverable to a client—in some embedded form—then such use must be fully disclosed to the client. The client organisation must be made aware of any potential risks so that it can make an informed decision. If the client had prohibited the usage of any OSS for delivering any service to them, then such stipulations must be followed.
- For all purposes, the enterprise must treat any OSS as a third-party software. Any OSS comes with its own set of stipulations and requirements. Just because it comes free of cost does not mean that there are no restrictions in terms of use.

- A prudent approach is not to provide any warranty/guarantee to, or aim to indemnify, clients with respect to the use/functioning of the OSS embedded within a solution the enterprise provides, for which the enterprise will naturally provide some form of indemnity or warranty.
- The enterprise may wish to evaluate the risks of its employees participating in open source community discussions and also in terms of any product enhancements. How far such discussions benefit the enterprise or whether they cause potential damage is something that the enterprise needs to evaluate, assess and upon which make an informed decision.

Figure 1 presents some types of open source licences and their typical features. Please note that the list is not exhaustive. (There are other types, such as Artistic License, MPL, NPL and LGPL, that have not been explained in this column.)

<table>
<thead>
<tr>
<th>Type of Open Source Licence</th>
<th>Explanation</th>
<th>Right to Interlink/Mix With Commercial Software</th>
<th>Right to Re-license to Any Third Party</th>
<th>Prevalence of Special Privileges to the Original Author Over Modifications by Third Parties</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPL</td>
<td>Anyone can copy and distribute any number of copies, but no one is allowed to change the original software.</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>BSD</td>
<td>These licences permit users to do almost anything with it. In addition, BSDs require users to mention that it was developed at the University of California.</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Public Domain</td>
<td>A Public Domain program is one where the author has relinquished his/her rights in terms of ‘copyright’.</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
1. The new legal and ethical dilemmas and challenges to banks and their customers include impersonal communication between the bank and the customer and sensitive data interchange through public networks.

2. The Value at Risk (VaR) methodology translates the level of risk into monetary units without the need for extensive historical data.

3. One of the advantages of the VaR methodology is that the auditor focuses on the quantitative parameters of risk exposure.

4. The suggested methodology consists of six stages including strategy analysis and evaluation.

5. At the end of the third stage, identification of points of risk mitigation and control, the auditor must be in a position to identify for further investigation the residual risk.

6. The methodology described can be applied by an average-to-experienced auditor.

7. Risk management models do not contribute anything to the bottom line of the organization.

8. The AIRMIC standard includes references to areas such as risk assessment and risk analysis.

9. The COSO model includes areas recommended by other risk management models as well as a three-dimensional matrix.

10. Using Integration Protocol (IP) network architecture as a backbone, converged security solutions can add a layer of “integration intelligence.”

11. Workflow application software, embedded into the security management process, will play an important role in driving the adoption of security convergence and holistic risk mitigation.

12. Business and IT should work on achieving their own, different objectives.

13. In COSO ERM the internal environment is the first layer, but in Pension-Fennia’s model, it was the result of the evaluation of the first six layers.

14. In the second part in every layer, the maturity of controls is evaluated with the help of different criteria.

15. The tool developed also deepened the synergy and mutual understanding between business units and IT.

16. The Gartner Group reports that more than 50 percent of current business security vulnerabilities are found within software applications rather than the network boundaries.

17. According to the American Society for Quality Control, best practices are determined through continuously identifying, understanding and adapting outstanding practices and processes found inside and outside of organizations.

18. Two best practices within code construction are secure software checklists and software inspections.
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<td>143</td>
<td>$70</td>
</tr>
<tr>
<td>Sofia, Bulgaria</td>
<td>189</td>
<td>$40</td>
</tr>
<tr>
<td>Croatia</td>
<td>170</td>
<td>$50</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>153</td>
<td>$130</td>
</tr>
<tr>
<td>Denmark</td>
<td>96</td>
<td>$50</td>
</tr>
<tr>
<td>Estonia</td>
<td>162</td>
<td>$30</td>
</tr>
<tr>
<td>Finland</td>
<td>115</td>
<td>$15</td>
</tr>
</tbody>
</table>

### To receive your copy of the *Information Systems Control Journal*, please complete the following subscriber information:

**Size of ENTIRE organization**
- ⊗ Fewer than 50 employees
- ⊗ 50 – 149 employees
- ⊗ 150 – 499 employees
- ⊗ 500 – 1,499 employees
- ⊗ 1,500 – 4,999 employees
- ⊗ 5,000 – 9,999 employees
- ⊗ 10,000 – 14,999 employees
- ⊗ 15,000 or more employees

**Size of IT audit staff (local office)**
- ⊗ 0 individuals
- ⊗ 1 individual
- ⊗ 2-5 individuals
- ⊗ 6-10 individuals
- ⊗ 11-25 individuals
- ⊗ More than 25 individuals

**Size of information security staff (local office)**
- ⊗ 0 individuals
- ⊗ 1 individual
- ⊗ 2-5 individuals
- ⊗ 6-10 individuals
- ⊗ 11-25 individuals
- ⊗ More than 25 individuals

**Your level of purchasing authority**
- ⊗ Recommend products/services
- ⊗ Approve purchase
- ⊗ Recommend and approve purchase

*Call chapter for information*
ALLIED SEARCH, INC.
Professional and Executive Search
Nationwide - All States
www.alliedsearchinc.com

CORPORATE ADDRESS
Allied Search, Inc.
2030 Union Street, # 206
San Francisco, CA 94123

CONTACT INFORMATION
Tel. 415-921-1971
Fax. 415-921-5309
donmay@alliedsearchinc.com

MAILING ADDRESS
Allied Search, Inc.
P.O.Box 472410
San Francisco, CA 94147

OPPORTUNITIES NATIONWIDE

POSITIONS: IT Audit positions and other positions that prefer IT Audit experience.

LEVELS: All levels of responsibility; staff up to Vice President (VP).

CLIENTS: Large companies in most industries.

COMPENSATION: Very attractive salaries and bonuses.

BENEFITS: Excellent benefits.

LOCATIONS: U.S. cities nationwide; all fifty (50) states.

RELOCATIONS: Relocation assistance is available.

TRAVEL: Travel varies from company to company (0% to 100%).
Some companies have international travel.

EXPERIENCE: Prior IT Audit experience is required.

COST: Free to applicant candidates; client companies pay our placement fee.

CONFIDENTIALITY: Confidentiality is assured.

APPLICATION: Send your resume on a “confidential” basis by one of the following:
Email: donmay@alliedsearchinc.com (Microsoft Word formatted)
Fax: 415-921-5309 Attn.: Don May, Managing Director
Mail: ALLIED SEARCH, INC.
P.O. Box 472410
San Francisco, CA 94147-2410
Attn: Donald C. May, Managing Director

PROCESS: After your resume is received, the Managing Director will call you on a “confidential” basis to discuss your background, your objectives and our search assignments that match your background and objectives.

INTERVIEW TIPS: Before your first interview, we will discuss with you “How to successfully take the interview and get an offer.”

REFERRALS: Referrals are appreciated.

INQUIRIES: If you have any questions, call Don May at 415-921-1971 on a “confidential” basis. If not in, please leave your name, message and phone number, and your call will be returned as soon as possible, on a “confidential” basis.
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