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Service Availability and Disaster Recovery

Bad things happen to good information systems. That is how life is; everything is moving along swimmingly and then, KA-POW, nothing is moving at all. It is impossible to prevent all bad things from happening; all that can be done is to devise ways to rebound when they do occur. Some organizations are content to wait until something goes wrong before figuring out what to do. This may be fine for small businesses with little information, long lead times for their transactions and extensive insurance policies. Any organization with a lot of data in use all of the time and that must be available shortly following a disruption must plan for recovery in advance of the aforementioned bad things.

PLANS AND PLANNING

If it were only clear which bad things were going to happen, this would all be much easier. But it is in the nature of bad things not to let on; that is one of the things that make them bad. This necessitates planning for many more bad things than actually will occur and probably in a greater degree of detail than will be necessary at the time. But to quote former US president Dwight D. Eisenhower, “The plan is nothing. Planning is everything.” In information systems terms, Eisenhower’s dictum means that consideration of needs and acquisition of necessary resources are more important by far than a neatly printed emergency manual.

Organizations must devise emergency response plans for the immediate period following an incident, with the emphasis on preserving human life and safety and only secondarily on information resources. A crisis management plan guides management in making and executing decisions to minimize the effect on an organization until operations return to normal. A business continuity plan prepares organizations to carry on vital (and ultimately all) operations under adverse circumstances.

DATA LOSS AND DOWNTIME

The speed and volatility of modern business create some confusion regarding disruptions to and recovery of information systems, as well as the recovery of the organizations that depend on them. For what exactly are plans needed? Total destruction? Inaccessibility? Application mishaps? Only long interruptions or short ones, too? Will one plan adequately address all exigencies?

A disaster recovery plan, as applied to information systems, is intended for response to a catastrophic event that destroys all or most of a data center, renders it inoperable or impossible to reach. This is the so-called “smoking hole” scenario. Of course it is a plan for extreme circumstances, but there have been too many floods, hurricanes, toxic spills, terrorist attacks, fires and airplanes crashing into data centers to discount such events on the basis of rarity. They are credible threats and must be addressed. Briefly stated, organizations need an alternate data center with the right equipment, current data and a network to reach them. They need a set of processes for transitioning and carrying on operations in the alternate data center. Oh, yes, and they need all these things at a price that management considers prudent and affordable.

Questions arise in trying to make the “smoking hole” plan apply to lesser disruptions, such as failures of equipment, software or network services. Is an organization that is prepared for disasters ipso facto ready to deal with interruptions of service? Or, put another way, are service availability and disaster recovery the same or different concerns and can one plan suffice to deal with both? Is a service availability plan the same as a plan for recovering from disasters?

If there is anything positive to be said for a disaster, it is that, as with the sight of the gallows, it wonderfully concentrates the mind. There are no wherefores and maybes; a smoking hole is a powerful inducement to action. The same cannot be said of system failures. A virus, for example,
may cause a service interruption, but it is not disastrous in a physical sense. System failures may go on for some time before anyone realizes which failure caused a disruption. It may be necessary to diagnose what has caused an outage in order to fix it; the same cannot be said of a physical disaster.

More central to the discussion is that the responses necessarily differ, or at least they do most of the time. The operative principal of disaster recovery is to go where the disaster is not. For service interruptions, it generally makes more sense to stay in one place and fix the problem. But one critical element unites them: in both cases, it is essential to have current data. This leads to the determination of how timely the data must be or, viewed differently, how much data can an organization acceptably do without?

This question leads backward to requirements and forward to solutions. There are some business activities that require that not a bit of data be lost. In financial services, millions may be made or lost in seconds, so loss of the data generated in those seconds is unacceptable. Lives are at stake in hospitals and the military, so these industries have similar needs. But, for most organizations, and all organizations some of the time, a little loss—minutes to hours or even days—is tolerable. Similar considerations apply to the determination of acceptable downtime.

RISK AND AFFORDABILITY

It may be fairly stated that the more downtime and data loss approach zero, the higher the cost will be. The cost is based on having alternate locations with backup equipment and on capturing the data in multiple locations. It also stems from the disk and tape storage required to hold all the data, the network to transport them and the repository in which to store them.

Who, then, is to make the decision regarding risk tolerance and affordability? Business managers are supposed to set the limits of acceptability, but they are often so swayed by the cost of reducing data loss that they understate their needs. Business continuity and disaster recovery managers should respond to business drivers; they are often in no position to contradict the stated needs of business leaders, even if they fear that their organizations are underprepared.

What is needed is a programmatic approach to managing all outages, whether they are caused by disasters or lesser events. At issue are not the causes but the effects, such that disaster recovery and service availability merge, albeit incompletely. No disaster will cause seconds of downtime and no operational problem would be allowed to continue for weeks. In the middle, though, it is possible to evaluate the ramifications—in financial, operational and reputational terms—of outages of various durations with data losses of various magnitudes. Business managers should not be asked how much loss their functions can tolerate, but rather how much money will be lost in seconds, minutes, hours and days of downtime. How badly will operations be disrupted? How much effect will there be on customer and public confidence? If the impact falls within certain ranges, the decision on funding continuity of service, regardless of the cause, should be made impartially and systematically for the business.

In short, bad things can be made better by careful and skillful analysis beforehand. There need to be plans for both disasters and service outages. Very short-term and very long-term disruptions should be seen as extremes that must be planned for separately. If these are called disaster recovery and service availability plans and are kept in two different drawers of the same desk, no harm done. Outages that fall in between—for more than minutes but less than weeks—are the ones most likely to be faced. In this case, the disaster recovery and service availability plans had better say the same things.

ENDNOTES

1 Dwight David “Ike” Eisenhower was the leader of Allied forces in Europe in World War II and served as President of the United States (1953-61). I have seen this quote in various forms, but the gist of it is always the same, putting the emphasis on planning over the product of the process.

2 Astute readers of this column will recall, from previous columns in this space, the terms “recovery point objective” and “recovery time objective” and consider them in this paragraph.
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Almost all auditors agree that a key tool in conducting audits, especially fraud and IT audits, is the use of a computer-assisted audit tool (CAAT). There are many factors that go into the effective and efficient use of CAATs in IT audits, including technology issues, social/personnel issues, choosing the right CAAT, defining the data to extract and making sure audit objectives drive the use (or fit) of a CAAT.

Anecdotal evidence suggests that one of the primary hindrances, if not the prime one, of using CAATs is in getting the data from the operational system into the IT auditor’s CAAT. This article will center on data extraction, focusing on the most efficient methods given the current state of features among the leading CAAT vendors.

IDEAL IMPORT FORMAT
The ideal format of data being imported into a CAAT is generally a flat file in which the first row contains the column headings and the second row begins the data set and in which the data set (rows) is contiguous until the end of the data (see figure 1). That is, subtotals, breaks and subheadings create situations where data have to be “cleaned” or manually manipulated into the ideal format. This format is the goal of data extraction, regardless of the specific methodology.

DATA EXTRACTION DATA FORMATS
The IT auditor will need to consider the different formats of data available for data extraction and find the best fit for the tool and operational data format. Factors that affect this decision are platform, database/database management system (DBMS) and application software (i.e., the accounting software system).

The data extraction file could be one of several formats, such as dBase, PDF, Excel, Extensible Markup Language (XML), delimited text and open database connectivity (ODBC), to the operational data files. Some of these are easier or more efficient for extraction purposes. Generally speaking, the order of ease with which to work follows the order in figure 2.

Caution should be used in converting operational data into some of these formats. For example, when converting data into a PDF file, it is important to make sure that the file is not a scanned image (which will not work). Usually, printing to a PDF file is easier to work with than saving the data as a PDF. Most “heavy duty” CAATs today can read data from a PDF file, even if it is a report filled with breaks, subtotals and extraneous data—in other words, a report in which the data get messy. The CAAT features allow the IT auditor to pick and choose the data with relative ease from the PDF soft-copy document.

When exporting to a text file (ASCII format), systems often add breaks, subtotals or subheadings. The text file should follow the “ideal” format demonstrated in figure 1. Also, the fields (columns) should be delimited with a comma (CSV) or tab; for the data to read correctly, a delimiter is usually necessary.
Figure 2—Data File Formats by Order of Efficiency to Import

<table>
<thead>
<tr>
<th>File Format</th>
<th>Type/Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>dBase .dbf</td>
<td>dbf</td>
</tr>
<tr>
<td>Adobe PDF file (not a scanned image)</td>
<td>Export data or print data to a PDF file.</td>
</tr>
<tr>
<td>Microsoft Excel file</td>
<td>Export data as an .xls file.</td>
</tr>
<tr>
<td>Delimited text file (e.g., CSV)</td>
<td>Export or save as an ASCII/text file, with delimited fields (comma or tab).</td>
</tr>
<tr>
<td>XML (XBRL is similar to XML)</td>
<td>.xml</td>
</tr>
<tr>
<td>Others (e.g., bring data file over directly into CAAT)</td>
<td>The others are fairly time-consuming to use.</td>
</tr>
</tbody>
</table>

OPTIONS TO EXTRACT DATA FROM OPERATIONAL SYSTEMS

There are usually one or more ways that a platform/system will allow the IT auditor to pull data from the operational system to extract the data needed. These options will be discussed beginning with the one that is generally considered the most efficient method.

First, one should investigate the export functionality options of the accounting application. Some usual options are “save as” options that include Excel, PDF or text delimited files. If the IT auditor can load a report or data file that contains some or all of the data needed, a save-as option may be available, especially in Microsoft-type systems. It could also be a menu option that allows data to be extracted (e.g., MENU -> FILE -> EXPORT). This option is usually the easiest one to perform, and it can usually export data into the easiest-to-use formats (see figure 2). The save-as function can serve as an export function as well.

Sometimes the best approach is to extract the data in one format and then convert it to a PDF file. For instance, a “messy” Excel spreadsheet can be efficiently cleaned up by converting it to PDF (i.e., print to PDF), and then using the CAAT to identify and extract the data from the report.

Second, if necessary, one should investigate the print and report functionalities. For example, many systems allow reports to be printed as a soft-copy file, rather than a hard-copy printout. In the print dialog box, this option would be available if the system allows for “print to file.” Print to file creates a text file output of the report. It is important to note that there may be a need to convert the text file into the ideal format (see figure 1). A better option is to print to PDF. Many systems have that option, even if Adobe Acrobat is not installed. If the system allows the data file or report to be printed to a PDF soft-copy file, it is important to note that this method is the second-easiest file format (see figure 2). Of course, the IT auditor could simply print the data needed to a hard copy and manually key it in to the CAAT, but this option should be used as a last resort as it is time-consuming.

Last, if needed, one should pull the data directly from the operational database into the CAAT. This can be done with ODBC, a dynamic connection from the CAAT to the operational database. It is usually possible to extract the data using Structure Query Language (SQL), because SQL is used by almost all databases. Additionally, XML is becoming a common data extraction and communication tool. Microsoft products and many accounting applications are compatible with XML. But this option requires a few things the others may not require. The IT auditor will probably need a data dictionary to extract data using ODBC, SQL or XML, and the data dictionary may not be readily available.

DATA INTEGRITY

Before using the extracted data in the CAAT, the IT auditor will need some assurance that the data set in the CAAT is identical to the data on the operational system. There are various ways of performing a “crosswalk” or reconciliation, but the IT auditor must make sure to select some reasonable method to ascertain integrity of the CAAT data. Often, this involves something similar to the old batch transmittal sheet methodology. In that methodology, one created metrics about the data set, e.g., number of records, total dollar amount column, total numeric column and other similarly identifiable summary facts.

CONCLUSION

CAATs provide a method for IT auditors that is efficient and effective in meeting audit objectives. In fact, IT audit pioneers stated that the invention of CAATs was the most significant event in the history of IT audit. But that does not necessarily mean that it is always easy to use a CAAT. Perhaps the most difficult step in using a CAAT is getting the data in a usable format in a reasonable amount of time. The information in this article is intended to make that process as efficient as possible with any given platform, database and accounting application.
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Q: How has continuous auditing/monitoring changed in recent years? What makes it unique?

A: During my tenure in internal auditing and in working for a Big Four international accounting firm, continuous auditing/monitoring (CM) has changed dramatically. When I was introduced to CM, it got its impetus from the academic environment—the type of applications created in Fortran and then punched into cards to be read by the big academic mainframe: an IBM 3081! I can still remember having to run SAS routines that I created to extract and “monitor” complex financial application algorithms in order for me to perform my electronic data processing (EDP) application audits. Fast forward to the last three years, ACL, Structured Query Language (SQL) and other built-in enterprise resource planning (ERP) applets are performing the same function—created in “English speak” and providing “executive business reports” to executive management and the independent business consultative internal audit department for review, evaluation and possible risk mitigation. CM, in my professional career, has provided me a “full-time cyborg” to assist in enterprise risk management planning by updating the planned internal audit engagement. However, the value comes into play when asked by the audit committee to perform that “special project” under their guidance and preview. CM is like the US Navy Seals: Get in and get out.

Q: In regard to enterprise risk management, what do you believe is the single largest IT-related risk for businesses today?

A: I am a firm believer that enterprise risk management—if performed correctly, combined with CM, and coupled with well-disciplined operational employees who understand their internal control environment
and perform annual control self-assessments, is utopia! The reality in my inner sanctum is that enterprise risk management is performed on an annual basis, and in my position, I spend the entire year, after planning the current year’s internal audit plan, convincing the audit committee of what should be performed and requesting additional budget to cover all the low-hanging fruit for the upcoming year.

However, persistence and open communication with the audit committee chair and other executive management is probably the initial step in maintaining a consultative internal audit department that moves into enterprise risk management on a full-time scale. Additionally, creating and maintaining computer-assisted audit technique (CAAT) applications that are embedded and set to provide real-time data to executive management are also evidence that moving risk management into the daily vocabulary of operational management and staff is where we need to be.

Q How would you describe the impact of the increasingly strict regulatory environment on the IT auditor?

A The increasingly strict regulatory environments, from an internal audit profession perspective, definitely keep us on our toes. Increased regulatory oversight, to some extent, is in highly regulatory environments. In other environments, it is the soup du jour. You see, when the US Sarbanes-Oxley Act inundated the accounting profession, it was a necessity based on a specific situation that rocked the accounting profession—the demise of Enron and Arthur Andersen. How was that different in the health care field? Are we seeing more regulatory oversight and mandates from the airline industry? I am sure we are going to see an increase in regulatory oversight in the energy industry as a result of the recent BP disaster in the US Gulf Coast, but how would increased IT auditing and ACL applets or denial-of-service (DOS) prevention have assisted in mitigating the events that occurred? It is my personal belief that the more we push regulatory mandates, the more we get away from what “should be” done and, instead, concentrate on what “needs to be done.” Internal auditing, including IT, financial, operational and compliance auditing, should work off of sound principles of internal control, checks and balances, and programmed processes.

Q Having lived and worked in numerous cities in the US and Middle East, how would you advise someone considering such a move? What are the biggest challenges and differences that you have encountered in your work in different countries?

A Living and working in numerous cities in this beautiful world has been an adventure, not only for my professional career, but also for my family. It took some convincing for my wife to leave Arizona, USA, and travel to the Kingdom of Saudi Arabia, especially during the Gulf War. Then we returned to the US to work in the beautiful northwestern part of the country, only to be transferred by my employer back to the Grand Canyon state (Arizona). Then we were off to Los Angeles for several years, to again return to Arizona…which then led me to my present employment location, Kuwait City.

The biggest challenges that I have uncovered during my internal audit tenure, away from the US, are twofold:
• First, answering this as a husband and father, I’d say you have to have faith. Do not get me wrong; I am not trying to proselytize, but to state a fact: If you have faith—be it in a higher power or whatever suits you—you must have a strong conviction and be faithful to guide and care for your spouse; children; family network; and, more important, your skill set because there is only one of you, and when the going gets tough, and it will, you need to rely on your convictions.
• Second, if you maintain any recognized international certification, you need to remember your ethics and common sense. The farther away you are from the nest, the birds play at a different level! I have been challenged repeatedly to overlook my ethics and integrity, and fortunately, I do not bend when faced with those critical decisions.

Q What has been your biggest workplace challenge and how did you face it?

A As a chief audit executive, the workplace challenges I have been faced with and continually deal with include:
• Maintaining career satisfaction among IT auditors
• Cultural sensitivity

Let’s face it, keeping IT auditors engaged as valued members of an integrated internal audit team as well as letting them fulfill highly complex IT internal auditing, for some, takes its toll on the cohesiveness of the internal audit department. This is the fundamental yin-yang internal
audit department theory. An IT auditor who is technically knowledgeable and current with existing technology and platform operating systems requires a challenging and dynamic career path and constant daily interaction. It is challenging for someone in my capacity to keep the revolving door from turning. On the other hand, the talent pool that I have had fill these types of IT audit positions has been very gratifying, with gifted individuals with higher-education credentials and many IT-related certifications.

A more sensitive issue in this part of the world is the religious “overtone” in the workplace. Kuwait is a very open country and the Emir has given individuals the opportunity to openly practice several religions in this country. However, for some, this entails more “political correctness” that must be engrained in the workplace, and for others, it is an added bonus. Personally, I live by the golden rule: “If you can’t say something nice about someone, don’t say it at all.” Always engage the synapses before the mouth.

As an American working abroad, I continually remind myself that I am an ambassador for the US, and that I am an ambassador for the internal audit profession as a whole. Never look in the rearview mirror of life. Focus on the oncoming traffic.
Oracle’s enterprise resource planning (ERP) software is among the biggest business packages ever released. Designed to automate multiple enterprise and corporate operations and processes, Oracle® E-Business Suite (EBS) is a very large system of more than 130 integrated business applications and IT infrastructure modules. Many organizations looking for robust and integrated solutions adopt this suite. Security, Audit and Control Features Oracle® E-Business Suite, 3rd Edition, as well as its previous editions, is the major published reference covering the security, audit and control points of view and requirements. Business regulatory compliance and the complexity of EBS technology make this publication a practical tool and source of reference for many audiences, including business executives and managers, IT auditors, and security officers. This publication is also a unique reference that covers specific Oracle EBS Release (R) 12 auditing aspects with a formal methodology, an IT audit framework and a risk-control approach.

Two aspects of the book are of particular note. First, there is a balance between techniques and technology on one side and audit framework and methodology on the other. Second, the “popularization” of ERP auditing concepts with a risk-based audit framework is discussed and working tools and adapted templates are provided. These are based on best practices and models (including Committee of Sponsoring Organizations of the Treadway Commission [COSO], COBIT and the Information Technology Assurance Framework™ [ITAF™]) and are provided to assist in conducting practical audit and assurance activities on EBS built-in processes.

The publication aims to adapt existing auditing techniques into an Oracle EBS context to facilitate the audit “contextualization” with an audit framework and practical information on risks, key controls, testing procedures, etc.

The book is a practical introduction to the management of ERP-based operations and risks within Oracle EBS R12, financial accounting and expenditure business cycles.

The publication discusses newer topics than the second edition. It includes about 150 pages of audit work templates as part of an audit/assurance program. Useful templates are provided for EBS business processes including:

- Audit plans for:
  - The Financial Accounting Business Cycle
  - The Expenditure Business Cycle
  - Oracle Security Administration

- A maturity assessment template to help maturity management of related COBIT control practices

- Internal control questionnaire (ICQ) to build on Oracle EBS processes with references to COBIT practices

These appendices extend the practical aspect and usability of this publication.

Security, Audit and Control Features Oracle® E-Business Suite, 3rd Edition, provides a very good audit framework, templates, known risks and common key controls for each EBS process (financial scope). In specific operational circumstances and contexts, there may be additional risks not included in this book and others may not apply. Adaptation to specific situations is the auditor’s challenge and still requires appropriate judgment.

EDITOR’S NOTE
Security, Audit and Control Features Oracle® E-Business Suite, 3rd Edition, is available from the ISACA Bookstore. For information, see the ISACA Bookstore Supplement in this Journal, visit www.isaca.org/bookstore, e-mail bookstore@isaca.org or telephone +1.847.660.5650. The audit programs and ICQs appendices from this publication are posted in Word for ISACA members at www.isaca.org/auditprograms.
Criteria for Evaluating and Selecting Continuous Controls Monitoring Solutions

In the post-US-Sarbanes-Oxley-Act era, many organizations consolidated and integrated corporate governance, risk management and compliance (GRC) activities into a single domain to ensure alignment of all activities. A robust internal control system is used as the primary vehicle for achieving the objectives of GRC. While designed to manage risks, detect and prevent errors, and ensure compliance, existing internal control systems are costly due to reliance on manual controls and nonstandard automated controls.

Recent trends, including an expanding array of compliance requirements, enhanced focus on operational excellence and increased awareness of continuous controls monitoring (CCM), are forcing organizations to take a fresh look at their internal control environments. Many organizations have, or are now in the process of developing, strategies to replace their manual and costly internal controls with automated, reliable and cost-effective controls and controls solutions to effectively mitigate risk. In addition to creating sustainable financial returns, automated controls enable organizations to continuously monitor and audit control activities.

The concept of CCM... has been adopted by a few organizations to monitor their critical business information and controls.

The concept of CCM and continuous auditing has been around for the last several years, but has been adopted by few organizations to monitor their critical business information and controls. While these organizations have demonstrated progressive thought leadership in managing financial data, the adoption of CCM solutions in broader market sectors has been somewhat limited due to reliance on manual controls and to lack of awareness, spending and leadership support.

Recent releases concerning monitoring internal controls by ISACA and the Committee of Sponsoring Organizations of the Treadway Commission (COSO) and the advances made in automated controls have renewed interest in CCM solutions in a large number of organizations, the media and the analyst community. Many organizations are now seeking to further optimize their GRC efforts through the effective use of automated controls and CCM solutions. As organizations review various features and functionalities of CCM solutions, they need to evaluate the short-term goals and long-term objectives. For example, a Fortune 500 organization procured and implemented niche CCM solutions for its payroll application to increase visibility and governance activities following the recommendations of its external auditors. However, this solution was not usable the following year when the external auditor recommended the need for additional oversight of the organization’s billing process and credit card settlement process. As a result, the organization had to go through the CCM solution evaluation process again. To achieve alignment with their GRC objectives, organizations need to utilize structured evaluation criteria that meet their GRC automation and optimization objectives.

This article outlines a 10-factor model that may be considered during the CCM solution evaluation process.

1. Scope of the solution—The scope of CCM solutions should, at minimum, be aligned with the scope of internal controls systems. Internal controls span financial operations, business operations and technology operations of organizations. Many current market offerings narrowly focus on five to six expense-related financial processes, such as procure to pay, payroll or order management. Others focus on providing monitoring capabilities for the key enterprise resource planning (ERP) system controls. An inability to add new controls as a supplement to ERP controls severely limits the value of a CCM solution. In addition, a narrow focus on ERP controls misses a large portion of the enterprise that uses third-party systems and homegrown applications. The scope of the...
selected solution must align with the organization’s short-term goals (i.e., controls that the organization wants to monitor in the next four to six months) and long-term strategies.

2. Capability of the solution—The best-in-class CCM solution goes beyond controls monitoring by providing robust automated control, controls monitoring and exception management capability. Control capabilities should include the ability to automate transaction, segregation-of-duties and security controls. Controls monitoring capabilities should enable organizations to monitor and manage key controls in real time. In addition, control monitoring capabilities should focus on discovering trends and patterns to gain insight about the underlying process that is being controlled. For example, a transaction processing company not only controls its automated clearinghouse (ACH) payment process to prevent errors, it also trends the total volume of ACH payments and different types of exceptions to understand underlying changes in the business. Controls exception management capabilities should provide workflow to research, resolve the issues identified by the controls, and capture the complete audit trail of the issue resolution process for audit and compliance.

3. Technical support—Despite increased adoption of the distributed platform across industries, many critical business applications are still on the mainframe environment. Organizations should assess their critical business processes and opt for solutions that closely align with their technology environment. Controls solutions that focus on only one environment ignore a true enterprise reach, failing to deliver the comprehensive solution to mitigate end-to-end risk. Organizations that have real-time applications should evaluate the ability of the CCM solution to capture and control real-time transactions.

4. Data processing solution—Organizations are information-driven, and as organizations continue to experience growth, the data volume will grow in proportion. A best-in-class CCM solution must support processing of high data volume. The technology of the solution should be robust enough to handle current and future transaction loads. Multicompany, multidivision and multicurrency environments should be supported without restrictions, but with historical trends of reliability.

5. Support for multiple systems—Finance, operations and technology departments will continue to use myriad applications to support business needs. An enterprise-class CCM solution should provide support for all applications and systems.

6. Nonintrusiveness—An ideal CCM solution will seamlessly support enterprise processes and data without requiring any significant changes. Solutions that require changes in data format usually result in longer implementation times and are often costlier to maintain.

7. Usability of the solution—Organizations should evaluate the ease-of-use factors of proposed CCM solutions. The following factors must be considered in determining usability:
   - Is the product too complex or sophisticated for the average user?
   - Is a context-based help menu available? Is the menu structure simple to use?
   - Are the results easily accessible for reporting, researching and analyzing?
   - Does the product provide template controls that can be used throughout the organization without any significant changes?

8. Technology and architecture—Organizations should also consider aligning the technology architecture and scalability of the solution with their internal standards for ongoing support and maintenance of the solution. In addition, organizations should consider integration of the solution with their security infrastructure and disaster recovery framework.

9. Product innovation—With increased adoption and use of CCM solutions, the need for additional features and functions of CCM solutions will continue to evolve. Organizations should continuously evaluate a vendor’s ability and willingness to support the product in the long term. In evaluating the organization’s commitment to enhanced products, the following factors need to be considered:
   - Percentage of revenue invested in product development
   - Number of major and minor product releases each year, including enhancements and fixes

10. Return on investment—Return on investment is vital in any major investment, and a good CCM solution can offer quick payback. The total cost of ownership for a CCM solution includes the cost of implementation and the cost of maintenance. Balance needs to be established between license costs and the functionality offered. A true “implementation services to software” ratio for comparably sized organizations should be established to determine the best value.
CONCLUSION
While CCM solutions open up new possibilities and opportunities to improve GRC processes through control automation, monitoring and exception management, organizations must evaluate their options through the lens of both short-term goals and long-term objectives.

Short-term goals normally revolve around solving a problem that has recently surfaced and cannot be easily mitigated. While it is tempting to achieve a short-term goal through the use of a niche solution specifically designed to solve a particular problem, such an approach is neither scalable nor sustainable. Without a long-term vision, short-term goals may address only immediate needs and may not be cost-effective as the scope of CCM increases.

As the CCM space continues to be defined with respect to features and functionalities, appropriate consideration must be given to assessing the needs of organizations. Because of the immense risk and business pressure facing them, organizations can no longer assume that just any market solution can be customized to meet their specific needs, but must instead take a strategic approach to evaluating CCM solutions in the context of their needs and goals. The most effective CCM solutions for a GRC approach should optimize an organization’s business and regulatory environments and mitigate risk.

ENDNOTES
3 ISACA Standards Board; “Continuous Auditing: Is It Fantasy or Reality?,” Information Systems Control Journal, ISACA, vol. 5, 2002
5 Committee of Sponsoring Organizations of the Treadway Commission (COSO), Guidance on Monitoring Internal Control Systems, USA, January 2009
6 Caldwell, French; Paul E. Proctor; “Magic Quadrant for Continuous Controls Monitoring,” Gartner, March 2010
7 Caldwell, French; Paul E. Proctor; “Continuous Controls Monitoring for Transactions: The Next Frontier for GRC Automation,” Gartner, January 2009

"Organizations... must take a strategic approach to evaluating CCM solutions in the context of their needs and goals."
Data Governance for Privacy, Confidentiality and Compliance: A Holistic Approach

The digital era has created unprecedented opportunities to conduct business and deliver services over the Internet. Nevertheless, as organizations collect, store, process and exchange large volumes of information in the course of addressing these opportunities, they face increasing challenges in the areas of data security, maintaining data privacy and meeting related compliance obligations.

Forward-looking organizations are recognizing the need for a holistic approach to meet these challenges. In this context, “holistic” means an approach that enables the organization to address the following three objectives in a unified, cross-disciplinary way, rather than as three separate problems to be addressed by different groups within the organization:

• Traditional IT security approaches that focus on protecting the organization’s IT infrastructure by securing the network edge and end points need to be augmented with protective measures that focus specifically on protecting the data that are stored and moved through that infrastructure.

• Privacy-related protective measures must extend beyond those aspects of privacy that overlap with security, to include protective measures that focus on capturing, preserving and enforcing the choices customers have made with respect to how and when their personal information may be collected, processed, used and potentially shared with third parties.

• Data security and data privacy compliance obligations need to be rationalized and addressed through a unified set of control objectives and control activities that meet the requirements.

Such an approach requires cooperation among the IT, human resources, legal and finance departments as well as business groups and the marketing department—in short, any group with a stake in collecting, processing, using and managing personally identifiable information (PII), intellectual property, trade secrets and other types of confidential information.

It is important to point out that the proposed approach to data governance for security, privacy, confidentiality and compliance does not call for modifying or replacing the organization’s existing information security management systems or IT governance processes. Rather, it augments them by specifying additional roles, tasks and technical tools that can help organizations better protect data privacy and security and satisfy compliance obligations.

This article presents an overview of the Data Governance for Privacy, Confidentiality and Compliance (DGPC) framework developed by Microsoft to assist organizations in creating a data governance program that addresses all three objectives in a holistic manner. In particular, this discussion focuses on the risk management portion of the DGPC framework.

BUSINESS CASE FOR DATA GOVERNANCE

IT professionals may ask why they would want to employ yet another framework if they already have a successful IT governance process, a well-established control framework and an effective information security management system to meet their security needs and compliance obligations. There are two reasons for this:

• Security standards and control frameworks tend to focus primarily on protecting the overall IT infrastructure and on aligning investments in that infrastructure with the organization’s business goals. In other words, they provide a view of the data security “forest.” The DGPC framework complements these elements in crucial ways by focusing on the “trees” of data security—on identifying and managing security and privacy risks related to specific flows of data that need to be protected, including personal information, intellectual property, trade secrets and market data. Such focus is necessary to identify additional, data-flow-specific protective measures.
and controls that need to be implemented to cover gaps—that is, residual risks that are specific to the data flow and that are not addressed by broader protective measures.

- The DGPC framework creates a context that enables identification of threats against privacy, including privacy threats that do not overlap security threats such as violations of customer choice and consent with respect to what types of personal information are collected and how they are used, processed and shared.

The DGPC framework works in concert with the organization’s existing IT management and control frameworks, such as COBIT, and with security standards such as ISO/IEC 27001/27002 and the Payment Card Industry Data Security Standard (PCI DSS). To the author’s knowledge, no other existing industry framework provides this combination of benefits and integration.

**DGPC FRAMEWORK COMPONENTS**

The DGPC framework is organized around three core capability areas: people, process and technology. This section briefly summarizes the first two areas and offers a more detailed look at the technology-related considerations that are integral to threat identification and risk management.

**People**

Data governance processes and tools are only as effective as the people who use and manage them. An important first step is to establish a DGPC team that consists of individuals from within the organization and give them clearly defined roles and responsibilities, adequate resources to perform their required duties, and clear guidance on the overall data governance objectives. Essentially, this is a virtual organization whose members are collectively responsible for defining principles, policies and procedures that govern key aspects of data classification, protection, use and management. These individuals—commonly known as “data stewards”—also typically develop the organization’s access control profiles, determine what constitutes a policy-compliant use of data, establish data breach notification procedures and escalation paths, and oversee other related data management areas.

**Process**

With the right people involved in the DGPC effort, the organization can focus on defining the processes involved. This begins with examining various authority documents (statutes, regulations, standards, and company policies and strategy documents) that spell out requirements that must be met. Understanding how these legal mandates, organizational policies and strategic objectives intersect will help the organization consolidate its business and compliance data requirements (including data quality metrics and business rules) into a harmonized set.

The next step is to define guiding principles and policies that generate the appropriate context in which to meet these requirements. Last, the organization should identify threats against data security, privacy and compliance in the context of specific data flows; analyze the related risks; and determine appropriate control objectives and control activities.

**Technology**

Microsoft has developed an approach to analyze specific data flows and identify residual, flow-specific risks that may not be addressed by the information security management system’s and/or the control framework’s broader protective measures. This approach involves filling out a form called the Risk/Gap Analysis Matrix, which is built around three elements: the information life cycle, four technology domains, and the organization’s data privacy and confidentiality principles. The following sections explain these concepts and discuss how they come together in the Risk/Gap Analysis Matrix.

**Information Life Cycle**

To identify residual risks and select appropriate technical measures and activities to protect confidential data, an organization must first understand how information flows throughout its systems over time and how the information is accessed and processed at different stages—by multiple applications and people and for various purposes. *Figure 1* illustrates this concept of the information life cycle.

Understanding the risks within each life-cycle stage helps clarify what safeguards are needed to mitigate those risks.

Most IT professionals are well acquainted with these life-cycle stages, so discussing them in detail here is not necessary, except for one important facet: the need to include a transfer stage.
As data are copied or removed from storage as part of a transfer, a new information life cycle begins. Organizations should place as much emphasis on security and privacy for data that are being transferred as they do for the original data set. This requires understanding transfer vehicles—such as private networks, the Internet and storage media sent by courier—and their inherent risks. For example, media sent by courier or postal mail can be lost or stolen, so measures such as encryption should be taken to protect the data on those media. Data security also requires understanding how the recipient organization’s policies, systems and practices differ from those of the current keepers of the data. If the recipient does not have the same security capabilities and processes as the current keepers of the data, protections may need to be placed on the data or the process before transfer.

Other transfer challenges can arise when individuals and departments run reports or extract subsets of data from centralized databases for processing—particularly if they are using desktop data-mining and analysis tools that generate reports and data sets in the form of document files and spreadsheets. These files can also be easily transferred as e-mail attachments or saved to laptops, handheld smart devices or USB drives. Given that more than 60 percent of US data breaches in 2009 were attributed to lost or stolen laptops or media, organizations should closely monitor and protect such data transfers.

Data Privacy and Confidentiality Principles
The following four principles are meant to help organizations select technologies and activities that will protect their confidential data assets. They are high-level statements that can be followed by more detailed guidance—clear, concise statements or questions that inform the risk management and decision-making process.

• Principle 1: Honor policies throughout the confidential data life span. This includes a commitment to process all data in accordance with applicable statutes and regulations, preserve privacy and respect customer choice and consent, and allow individuals to review and correct their information if necessary.

• Principle 2: Minimize risk of unauthorized access or misuse of confidential data. The information management system should provide reasonable administrative, technical and physical safeguards to ensure confidentiality, integrity and availability of data.

• Principle 3: Minimize the impact of confidential data loss. Information protection systems should provide reasonable safeguards, such as encryption, to ensure the confidentiality of data that are lost or stolen. Appropriate protection computers, storage devices, operating systems, applications and the network against malicious software, hacker intrusions and rogue insiders.

• Identity and access control—Identity and access management (IAM or IdM) technologies help protect personal information from unauthorized access while facilitating its availability to legitimate users. These technologies include authentication mechanisms, data and resource access controls, provisioning systems, and user account management. From a compliance perspective, IAM capabilities enable an organization to accurately track and enforce user permissions across the enterprise.

• Information protection—Confidential data require persistent protection because they are shared within and across organizations. Organizations must ensure that their databases, document management systems, file servers and practices correctly classify and safeguard confidential data throughout the life cycle.

• Auditing and reporting—Technologies for systems management, monitoring and automation of compliance controls are useful for verifying that system and data access controls are operating effectively, and they are useful for identifying suspicious or noncompliant activity.

Technology Domains
Organizations also need to systematically evaluate whether the technologies that protect their data confidentiality, integrity and availability are sufficient to reduce risk to acceptable levels. The following technology domains provide a frame of reference for this task:
• Secure infrastructure—Safeguarding confidential information requires a technology infrastructure that can
data breach response plans and escalation paths should be in place, and all employees who are likely to be involved in breach response should receive training.

**Principle 4: Document applicable controls and demonstrate their effectiveness.** To help ensure accountability, the organization’s adherence to data privacy and confidentiality principles should be verified through appropriate monitoring, auditing and use of controls. Also, the organization should have a process for reporting noncompliance and a clearly defined escalation path.

The Risk/Gap Analysis Matrix

The Risk/Gap Analysis Matrix, shown in figure 2, brings together the information life cycle, technology domains, and data privacy and confidentiality principles in a tool that helps organizations identify and address gaps in their existing efforts to protect data against privacy, confidentiality and compliance threats within a specific data flow. The matrix provides a unified view of the flow’s existing and proposed protection technologies, measures and activities.

Each row depicts a stage in the information life cycle. The first four columns in the matrix represent a technology domain, while the far-right column represents manual control activities that must take place to meet the requirements of the four data privacy and confidentiality principles at each stage of the information life cycle. The four principles form the basis of questions that will be asked for every cell of the matrix.

### Assessing Risks With the Risk/Gap Analysis Matrix

The matrix gives organizations a powerful tool for risk assessment and mitigation. The analysis process shown in figure 3 and the following steps can help organizations identify gaps in existing protective measures and select corrective actions:

- **Step 1: Establish the risk analysis context**—This involves defining the business purpose of the data flow; understanding how the data will be used and what systems are involved (defining the use cases); and identifying the privacy, security and compliance objectives for the flow.

- **Step 2: Perform threat modeling**—Most threat-modeling techniques focus on security threats only, so they must be modified to detect nonsecurity-related threats involving privacy and noncompliance. Threat modeling involves two phases:
  - Diagramming involves creating a graphical representation of the data flow. Multiple techniques can be used for diagramming. Microsoft’s product teams and consulting services organization typically use data flow diagrams (DFDs) with the addition of “trust boundaries.” As shown in figure 3, a trust boundary is a border that separates business entities and/or IT infrastructure realms, such as networks or administrative domains. In this scenario, a customer provides PII to the application servers, which store it in servers administered by a cloud provider. Every transaction is logged in a log server that is administered by the same entity that administrates the application servers. Every time confidential data cross a trust boundary, basic assumptions about security, policies, processes or practices—or all of these combined—may change, and, with them, the threats that will be identified in step 3. Note that in the diagramming step, the modeled entities typically represent systems and data stores rather than individual processes depicted in “traditional” application security threat modeling. A detailed description of


<table>
<thead>
<tr>
<th>Collect</th>
<th>Secure Infrastructure</th>
<th>Identity and Access Control</th>
<th>Information Protection</th>
<th>Auditing and Reporting</th>
<th>Manual Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Update</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Process</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delete</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. Honor policies throughout the information life cycle.
2. Minimize risk of data misuse.
4. Demonstrate effectiveness of data protection policies and measures.
DFDs and trust boundaries can be found in the “Microsoft IT Infrastructure Threat Modeling Guide.”

Threat enumeration is a systematic analysis of the threat diagram, an example of which follows. In this context, a threat is not limited to attackers or technical threats, but can refer to anything that may violate any of the four data privacy and confidentiality principles. Organizations should use these principles to define categories of threats, as shown in figure 4, which is an example of the output that results from applying threat enumeration to the data flow shown in figure 5. The exact definition of the categories will depend on the organization’s unique policies and the applicable industry, geography and legal compliance framework.

The following is a threat enumeration example of what the definition of the threat categories described in step 2 may look like:

- Principle 1: Honor policies throughout the confidential data life span.
  - Choice and consent (collection, use and disclosure)
    - Inadequate notice of data collection, use, disclosure and redress policies
    - Unclear or misleading language or processes for the user to follow in choosing and providing consent for the collection and use of personal information
  - Individual access and correction
    - Limited or nonexistent means for users to verify the accuracy of their personal information
  - Accountability
    - Lack of controls to enforce customer choice and consent as well as other relevant policies, laws and regulations
- Principle 2: Minimize risk of unauthorized access or misuse of confidential data.
  - Information protection
    - Lack of reasonable administrative, technical and physical safeguards to ensure confidentiality, integrity and availability of data
  - Unauthorized or inappropriate access to data
  - Data quality
    - Inability to verify accuracy, timeliness and relevance of data
    - Inability of users to make corrections as appropriate
Principle 3: Minimize the impact of confidential data loss.
- Information protection
  - Insufficient safeguards to ensure the confidentiality of data if they are lost or stolen
- Accountability
  - Lack of a data breach response plan and an escalation path
  - Lack of system encryption of all confidential data
  - Inability to verify adherence to data protection principles through appropriate monitoring, auditing and use of controls

Principle 4: Document applicable controls and demonstrate their effectiveness.
- Accountability
  - Improper documentation of plans, controls, processes or system configurations
- Compliance
  - Inability to verify or demonstrate compliance through existing logs, reports and controls
  - Lack of a clear noncompliance escalation path and process
  - Lack of a breach notification plan and other response plans that are required by law

Identifying these threat types offers a starting point for organizations to assess their data flows and consider how assumptions about privacy, confidentiality and compliance may change when a flow crosses a trust boundary, such as during transitions between life-cycle phases.

Step 3: Analyzing risk—Most organizations have already taken some steps to ensure data security and privacy, as specified by their existing control framework and/or information security management system. To complete this step, the organization should first gather information about its existing protective controls, technologies and activities. Then, for each cell in the Risk/Gap Analysis Matrix, it should determine which controls, technologies and activities support compliance with each of the four privacy and confidentiality principles. This step concludes when the threats that are not addressed by existing protective measures are identified in the appropriate cells of the matrix and when the related risks have been evaluated.

Step 4: Identifying mitigation measures—In the appropriate cells of the matrix, organizations should list additional controls, technologies and activities that are necessary to bring each risk to an acceptable level, and then evaluate the cost/benefit of each. This step concludes when the organization decides whether and how each identified risk will be mitigated, transferred or assumed.

Step 5: Evaluating the effectiveness of mitigation measures—Organizations should review the results of the preceding steps and reinitiate the cycle if unacceptable risks remain (figure 6).

Figure 6—Identified Mitigation Measures

<table>
<thead>
<tr>
<th>Collect/Update</th>
<th>Secure Infrastructure</th>
<th>Identity and Access Control</th>
<th>Information Protection</th>
<th>Auditing and Reporting</th>
<th>Manual Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Servers are on regular OS and App. Patch cycle, and up to date in malware signatures.</td>
<td>All transactions to take place on authenticated communications.</td>
<td>Choices are displayed and consent is obtained as per MPSD guide.</td>
<td>All material transactions are to be logged as per logging framework.</td>
<td>Communications channel and log servers are monitored. Failover process to local log servers in processor facilities is up and running.</td>
<td>The escalation path for issues is defined.</td>
</tr>
<tr>
<td>Incoming data are correctly classified and tagged as per customer choice and consent.</td>
<td>Transaction log data are encrypted in transit and at rest.</td>
<td>All material customer transactions arrive over encrypted communication channel.</td>
<td>Alerts and alert recipients are defined and operational.</td>
<td>Access and use reports, along with recipients and delivery schedules, are defined.</td>
<td></td>
</tr>
</tbody>
</table>

Step 3: Analyzing risk—Most organizations have already taken some steps to ensure data security and privacy, as specified by their existing control framework and/or information security management system. To complete this step, the organization should first gather information about its existing protective controls, technologies and activities. Then, for each cell in the Risk/Gap Analysis Matrix, it should determine which controls, technologies and activities support compliance with each of the four privacy and confidentiality principles. This step concludes when the threats that are not addressed by existing protective measures are identified in the appropriate cells of the matrix and when the related risks have been evaluated.

Step 4: Identifying mitigation measures—In the appropriate cells of the matrix, organizations should list additional controls, technologies and activities that are necessary to bring each risk to an acceptable level, and then evaluate the cost/benefit of each. This step concludes when the organization decides whether and how each identified risk will be mitigated, transferred or assumed.

Step 5: Evaluating the effectiveness of mitigation measures—Organizations should review the results of the preceding steps and reinitiate the cycle if unacceptable risks remain (figure 6).
CONCLUSION
As organizations manage growing volumes of confidential data, they face increasingly complex challenges in protecting the data against theft, misuse or unauthorized disclosure. In addition, organizations need to take steps to prevent accidental collection or use of customer and employee personal information, in violation of each individual’s preferences, and also to meet related compliance obligations.

A program based on the Data Governance for Privacy, Confidentiality and Compliance framework complements existing security standards and control frameworks by providing a holistic approach to identifying data-flow-specific threats against data privacy, security and compliance and by addressing residual risks in effective and efficient ways.6

This article provides a high-level overview of the three components of the DGPC framework—people, process and technology—and a more detailed summary of key aspects of the technology component:

• The use of data-centric threat modeling for security, privacy and compliance that complements but does not substitute for “traditional” security threat modeling, which is application-/process-centric.
• The selection of appropriate controls, technologies and activities that address flow-specific residual risks through the use of the Risk/Gap Analysis Matrix. This is a simple tool that can help organizations understand how different technologies and protective measures come together in the context of an application’s information life cycle to treat the aforementioned risks.

ENDNOTES
1 For more information about the DGPC framework, see the white papers and webcasts of the series “A Guide to Data Governance for Privacy, Confidentiality, and Compliance,” available at www.microsoft.com/datagovernance.
3 These policies may consist of requirements derived from laws, standards, promises, individual customer or employee choices, commercial obligations, and other sources.
5 For a more detailed list of technical and nontechnical questions that illustrate the types of threats against each principle, see the Application Privacy Assessment questionnaire available at www.microsoft.com/privacy/datagovernance.
6 To learn more about Microsoft’s DGPC framework and how Microsoft tools can be used to identify and mitigate gaps in existing protective measures, visit www.microsoft.com/datagovernance.
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Show Me the Money! Three Ways to Better Partner With Finance

Brian G. Barnier, CGeIT, with ValueBridge Advisors, has a practical and action-oriented perspective as a result of his experience in business lines, IT and risk management. He serves on multiple best practice committees. He conducts professional education courses, was an adjunct professor of finance, is one of the select Open Compliance and Ethics Group (OCEG) Fellows, is widely published, and contributed to Risk Management in Finance (Wiley, 2009). In prior roles, he was with IBM, Lucent and AT&T. For ISACA, he chairs the IT Governance, Risk and Compliance Conference Program Committee. He can be reached at brian@valuebridgeadvisors.com.

In the movies, there are simple formulas. In an action film, it is good vs. evil fighting each other through action scenes, and (hopefully) good triumphs. Corporations also have simple formulas. These are “business models”—how they grow profit. Finance is the language of that movie script. Business depends on IT. IT assets include hardware, software and people. Through financial processes, funds get allocated to assets. Financial people measure whether IT did a good job of managing the assets. This is not new. What is new is that the finance-IT interaction has changed during these troubling economic times in at least three ways:

• Dramatic budget cuts and a “new normal” with more scrutiny of business benefit
• Increased focus on cash management (when and how money is spent, not just what is spent)
• More concern about the risk of the wrong decision and less patience for implementation problems

This suggests three growing needs for IT:

• Learning to think in more financial terms in requests for funds and demonstration of results
• Partnering deeply (not just casually) with finance in jointly going to “the business” to demonstrate how IT can build capabilities needed to seize more opportunity
• Partnering with finance in evaluating business-IT projects in terms of both risk and return, to avoid wasting precious resources

To help chief information officers (CIOs) and IT managers better position and relate to finance and other business leaders, an article published in COBIT Focus last year provided guidance on how to use finance-related content in COBIT3 and Val IT: Based on COBIT2 to build a more productive relationship between the CIO and the chief financial officer (CFO) and their organizations.

It looked first at the basics—the CFO as budget-controller for and internal customer of the CIO. Then, it turned to value creation—the CIO and CFO teaming to help business-line leaders transform through business-IT projects to better grow profitable revenue in troubled economic times. As the economic woes have dragged on and IT leaders have asked more questions—such as “What do I need to do with finance to better prioritize and manage business-IT spending?” and “How do I do this more easily and effectively?”—another article is needed.

To set the stage, this article looks at two frequently asked questions: “How does IT better relate to the teams within finance?” and “How do IT and finance improve communications?” Then, it moves to the pivotal question: “How can business-IT models be used to drive better benefit?” It closes by reflecting on additional frequently asked questions and suggests three ways to enhance implementation of COBIT, Val IT and/or Risk IT: Based on COBIT. The goal is to empower readers with tips to improve funding allocation and to better demonstrate benefit.

Setting the Stage
Who Stands Where? (Roles and Responsibilities)

IT practitioners frequently ask: “Who in finance do I ask about xyz?” “Why didn’t the person I talked to in finance tell me to…?” Or, “Doesn’t anybody in finance really care about…?”

The simple fact is that finance, just like IT, is composed of several areas. If a business-line person asked IT a question about a new customer relationship management system, would the architect, service delivery management, disaster recovery and security manager answer the question in exactly the same way? No. Just the same, in finance, one needs to talk to the right person to find the right answer for the situation.

The finance organization is led by the CFO. Organization structures vary by broader organization design (centralized, decentralized, etc.), industry, country (including number and location of countries covered) and business model. Typically, it has these main functions:

• Planning and budgeting—Conducts analysis of past spending and projections of future
spending. This manages the budget cycle for people, expenses and capital. Some organizations have a separate team for capital budgeting or investment portfolio management for activities needing more focus than routine budgeting. IT works closely with these groups in the budget cycle.

- **Accounting**—Usually in six areas: financial accounting (external reporting for investors and others), managerial/cost accounting (more detail for internal analysis, often handles internal cross-charges and a principal contact for IT), accounts payable (A/P), accounts receivable (A/R), billing (collecting from external customers) and payroll. IT spending is tracked by the managerial accounting team. A/P is engaged by IT to pay service and product providers. This is also the area to ask about how accounting principles apply to IT spending categories.

- **Treasury and tax**—Manages cash availability, return and risk on cash and investments, equity (stock) and debt (loan instruments), and many taxes. IT touches this group when acquiring new hardware and software.

- **Procurement (might also be in operations)**—IT touches for supplier selection, contract management and ongoing vendor risk management.

- **Risk management (might also be in operations)**—Manages financial market risks (e.g., interest rate or foreign exchange rate risks), credit risks or buying insurance. Today, it is broadening into enterprisewide risk management. ISACA’s Risk IT would be of most interest to this group.

- **Internal audit**—Usually reports to the CFO for administrative purposes, reporting formally to the audit committee of the board of directors for independence purposes. IT audit reports here in many organizations.

Additionally, some organizations have dedicated teams for financial policy or program management.

The following steps can be helpful when beginning to navigate finance:

- Get a copy of the finance organization chart.
- When creating permanent or temporary teams in IT, be sure to invite the appropriate person(s). Do not expect a single finance contact to know everything in finance.
- Be aware of the different roles in finance. For example, if one is looking to find a better way to finance the acquisition of new hardware or software, ask treasury, rather than accounting or budgeting.

**What Language Is That? (Clear Communications)**

“Why can’t IT just speak regular business language instead of techie-talk?” is a common complaint from business leaders, including finance leaders. Yet, finance, like IT, has its own language. Weighted average cost of capital (Is that how heavy my new server rack is?), debenture covenants (Is that a place where witches live?), IRR (IT risk response?), NPV (no pay-per-view television?). Yes, finance-speak can be as challenging to IT as IT-speak is to finance and other parts of the business.

In the May 2010 “A Link, A Laugh and a Look,” a video link was included that illustrates what happens when people of different backgrounds try to play the game Pictionary.

Clear communication takes effort. Here are some steps to get started:

- Remove abbreviations or IT shorthand from documents. Try to get materials to pass the “spouse test” (i.e., ensure that your non-IT spouse understands what you are saying).
- Express benefits in business terms. “Business terms” means market share, sales, costs, expenses, quality, customer satisfaction measures and terms that business leaders understand.
- Use presentation formats that are widely used in the enterprise. Familiar tables and graphs make it easier for others to understand the point.

With these set-the-stage questions covered, the story can turn to what will be played out on the stage—the story that needs to be enabled by IT.

**The Story**

In creating a movie or a play, the nature of the story drives the production equipment needed to tell that story. A blockbuster action movie has much different equipment needs from a weekly situation comedy. In the business-IT world, the distinctive way(s) the business makes money (e.g., variety of offerings, speed and flexibility, low cost, personal service, creative design, broad distribution, marketing demand) drives the business-IT model. It turns out that alignment in models is a crucial piece of overall alignment, as this drives many business-IT governance and management decisions. Several authorities have proposed ways to view such models. Figure 1 illustrates a simple, powerful and practical way to identify the needed model and take the right actions. An enterprise with multiple business lines might use multiple models such as:
• **Commodity efficiency**—An undifferentiated utility with low impact to the business. Generic software and hardware are used. Temporary outages can be worked around. It can be easily outsourced on a cost basis.

• **Reliability business**—Sometimes also termed “business of IT.” Reliability is far more important than in the commodity model, but services have low differentiation. It can be provided as an insourced or outsourced model. A “service catalog” of standardized offerings and service levels is a typical feature.

• **Competitive weapon**—Adds high differentiation as a driver in the business-IT model. The CIO and IT team are deeply involved in the business. IT improvements are tightly coupled to business process improvements. Speed and flexibility are key. It is very difficult to outsource without significant damage to the business.

• **Niche enhancement**—When differentiation is key to only certain business lines or as product enhancements, the niche model is appropriate. This is seen when a special team is used to enable a growth business area while the rest of the business operates on a commodity efficiency or reliable business model.

With this view of four types of story line, the story turns to the three areas of frequently asked questions regarding IT finance—the action.

**LIGHTS, CAMERA, ACTION**

**Investment Portfolio Management**

In investment portfolio management, most of the questions are about what goes into the portfolio, relating portfolio to business-IT alignment/engagement, accommodating business models, categories to use and managing risk.

In short, the following are some suggestions:

• The portfolio contains everything—programs, projects, services (business and IT), operations and other assets. For convenience, some organizations further distribute portfolios into subportfolios or super-/meta-portfolios. This is acceptable, as long as there is a complete view to balance resource allocation across the entire portfolio based on risk and return.

• Portfolio categories depend on business-IT alignment/engagement working because business-IT investment portfolio categories should flow from business investment portfolio categories. If the chief executive officer (CEO) and CFO talk to investors in categories such as acquisition, expansion into new countries and cost efficiencies in mature businesses, then those business categories should flow to IT portfolio categories such as building flexibility for new expansion or building efficient scale in mature businesses. If the business is investing in cross-selling products to customers, then the business-IT portfolio might include a data integration category. Spending can be tagged with other labels such as “maintenance” or “compliance,” but the leading thought should be about the business.

• The business model used by an enterprise is a prime driver of investment portfolio design, categories and management. Guidance from ISACA and other organizations is often written in view of a single business model. Yet, there are many models, such as the four mentioned previously. The selection of one of the four models drives investment, project management and the operations approach to ensure that the business meets its objectives.

• Managing risk in the investment portfolio and programs is important (rather than just seeking return no matter how risky). Some industry analysts suggest that far more IT value is lost in the “what to do” decision than in the “how to do it” implementation. The guidance from Risk IT related to this area can help to address this.

**Investment Program Management**

In investment program management, most questions are related to managing risk, accommodating changing requirements, monitoring investments over time and retiring programs cleanly.
In short, the following are some suggestions:

- Managing risk in the investment programs and projects is extended by pointing to the guidance from Risk IT. Through mappings, COBIT users can also embrace the guidance of PRINCE and PMBOK.  
- In monitoring, many organizations state that they use a “fire and forget” approach to investment monitoring. Thus, the “what to do” is to improve life-cycle monitoring of an investment—from development progress reviews to retirement (as advocated in COBIT and Val IT).

- Changing requirements is a significant concern in implementation. Some organizations respond by “locking” requirements in an excessive way, which damages business flexibility to pursue revenue. Others try to accommodate too many changes, delaying deliverables and leaving users willing to take anything that exists. While beyond the scope of COBIT, there are approaches that can be adapted from project management, architecture, system development and product management to manage requirements in layers and components that promote a balance of stability and timely delivery and enable profitable revenue.

**Financial Policies, Implementation, Analysis and Reporting**

In the financial policies, implementation, analysis and reporting area, questions arise due to the difficulty in getting enterprise financial policy and reporting designed for functional areas (such as human resources, marketing or finance as a function) to support the more complex nature of IT (with many fixed assets and transformational projects spanning budget cycles). In short, many enterprises make life difficult for the CIO and the CIO’s customers by accounting for IT on a period-expense basis, rather than the way they would for their own manufacturing or asset-intense operational areas. The following are some suggestions:

- In planning and budgeting policy, the earlier points on business models also apply. For example, applying policies appropriate for the commodity efficiency model when the business needs the competitive weapon model defeats the good work of business alignment/engagement/relationship teams that are forging a tightly coupled business-IT to drive product growth.

- In cost accounting policy, a key is to monitor IT costs at the appropriate unit of analysis to make better business decisions. This way, that unit can be rolled up to provide the insight needed for the business model used. For example, some organizations measure server utilization in units and charge it back; other organizations need to roll that up to a business view of IT cost structure to illustrate how IT costs vary if an acquisition is made, new products are launched or business is expanded into a new country. Cost structure and strategy are crucial to clear communication, alignment and architecture.

- In acquisition policy, organizations can benefit by:
  1) placing more emphasis on financing IT assets (cash purchase, lease [operating or capital] or loan), 2) engaging treasury to preplan the year’s activity, and 3) evaluating risk in third-party suppliers (such as applying the content of Risk IT to the supply chain).

- To help reporting, provide more actionable insight, provide explicit coverage of each policy area, organizations should use measures tied to the individual objectives of members of the enterprise IT governance committee and link to project postimplementation reviews. Finally, they should use this information to improve both management and the governance process.

**CONCLUSION**

COBIT, Val IT and Risk IT provide strong guidance and have active user communities. A benefit of using open industry frameworks is gaining access to a body of experience-based guidance to extend the core frameworks. This article has provided tips on how to address them. To more easily advance organizations, it is important not to reinvent the wheel, but to draw on and tailor this body of knowledge to drive progress more quickly and easily.

**ENDNOTES**

1 COBIT is an IT governance framework and supporting tool set that allows managers to bridge the gap between control requirements, technical issues and business risks. COBIT enables clear policy development and good practice for IT control throughout organizations. For more information, visit www.isaca.org/cobit.

2 Val IT: Based on COBIT is a framework that enhances COBIT with additional management guidance on enterprise governance of IT, managing a portfolio of business-IT investments and managing the life cycle of programs created by the investments. For more information, visit www.isaca.org/valit.

4 Risk IT: Based on COBIT is a framework that enhances COBIT with additional management guidance on risk governance, risk evaluation and risk response. For more information, see www.isaca.org/riskIT.

5 Pictionary is a board game and trademark of Milton Bradley. If you have not seen “A Link, a Laugh and a Look” and/or the video, it is available at www.youtube.com/watch?v=fyO5Kwe5NK8.

6 For more information on COBIT Mappings, visit www.isaca.org/cobitmapping.

7 In addition to local chapter meetings, it is now easier to learn from peers around the world through the new user groups at www.isaca.org.

8 The COBIT 5 concept paper is available at www.isaca.org/cobit5.
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An Introduction to Digital Records Management

To support the continuing flow of business, comply with the regulatory environment and provide necessary accountability, organizations should create and maintain authentic, reliable and usable records, and protect the integrity of those records for as long as required.¹

Organizations are increasingly reliant on information communications technology (ICT) as a crucial component of business operations. As a result, information is often partially or fully in electronic form.

The main objective of this article is to introduce the field of management responsible for the efficient and systematic control of the creation, receipt, maintenance, use and disposition of records in an electronic environment, based on international standards ISO 15489, part 1 and part 2.

REGULATORY ENVIRONMENT

All organizations need to identify the regulatory environment that affects their activities and the requirements to document their activities. The policies and procedures should reflect the application of the regulatory environment to the organization’s business processes. An organization should provide adequate evidence of its compliance with regulations in the records of its activities.²

The regulatory environment might consist of:

- Statutes, case laws and regulations governing the sector-specific and the general business environment, including laws and regulations relating specifically to records, archives, access, privacy, evidence, electronic commerce, data protection and information
- Mandatory standards of practice
- Voluntary codes of best practice
- Voluntary codes of conduct and ethics
- Identifiable expectations of the community about what constitutes acceptable behavior for the specific sector or organization

For example, in Bosnia and Herzegovina:

- The taxation retention period for the original application for entry into a unified system is five years from the date of submission of the application, while the data entered into the database in electronic form have to be kept permanently
- Records maintained by the bodies responsible for issuing permits for the movement of weapons and military equipment must be kept permanently
- Records obtained pursuant to an act against money laundering and financing of terrorist activities must be kept at least 10 years after identification, the conduct of transactions, closing the account or termination of the business relationship, etc.

The nature of the organization and the sector to which it belongs determine which regulatory elements (individually or in combination) are most applicable to the organization’s records management requirements.

RESPONSIBILITIES

ISO 15489 defines “records management” as a field of management responsible for the efficient and systematic control of the creation, receipt, maintenance, use and disposition of records, including processes for capturing and maintaining evidence of and information about business activities and transactions in the form of records.³ The term “records” is defined as information created, received and maintained as evidence and information by an organization or person, in pursuance of legal obligations or in the transaction of business.

Records management responsibilities and authorities should be defined, assigned and promulgated throughout the organization so that, where a specific need to create and capture records is identified, it is clear who is responsible for taking the necessary action.
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POLICY
Organizations should define and document a policy for records management. The objective of the policy should be the creation and management of authentic, reliable and usable records that are capable of supporting business functions and activities for as long as they are required. Organizations should ensure that the policy is communicated and implemented at all levels in the organization.

However, a policy statement on its own will not guarantee good records management. Critical to its success are endorsement and active and visible support by senior management as well as allocation of the resources necessary for implementation.

A records management policy statement sets out what the organization intends to do and sometimes includes an outline of the program and procedures that will achieve those intentions. The policy statement should refer to other policies relating to information (e.g., those on information systems policy, information security or asset management), but should not seek to duplicate them. It should be supported by procedures and guidelines, planning and strategy statements, disposition authorities, and other documents that together make up the records management regime.

CHARACTERISTICS OF RECORDS
A record should correctly reflect what was communicated or decided or what action was taken. Records management policies, procedures and practices should lead to authoritative records that have the following characteristics:

- **Authenticity**—An authentic record is one that can be proven to:
  - Be what it purports to be
  - Have been created or sent by the person purported to have created or sent it
  - Have been created or sent at the time purported
- **Reliability**—A reliable record is one whose contents can be trusted as a full and accurate representation of the transactions, activities or facts to which they attest and can be depended upon in the course of subsequent transactions or activities. Records should be created at the time of the transaction or incident to which they relate, or soon afterwards, by individuals who have direct knowledge of the facts or by instruments routinely used within the business to conduct the transaction.
- **Integrity**—The integrity of a record refers to it being complete and unaltered. It is necessary that a record be protected against unauthorized alteration. Records management policies and procedures should specify what additions or annotations may be made to a record after it is created, under what circumstances additions or annotations may be authorized, and who is authorized to make them. Any authorized annotation, addition or deletion to a record should be explicitly indicated and traceable.

If the information is going to be used in a criminal proceeding, organizations must be able to identify who has had access to a particular record at any given time from collection, to creation of the evidence copy, to presentation as evidence. The evidentiary weighting of records will be substantially reduced if the chain of custody cannot be adequately established or is discredited.

- **Usability**—A useable record is one that can be located, retrieved, presented and interpreted. It should be directly connected to the business activity or transaction that produced it. The contextual linkages of records should carry the information needed for an understanding of the transactions that created and used them. It should be possible to identify a record within the context of broader business activities and functions. The links between records that document a sequence of activities should be maintained.

ELECTRONIC RECORDS
Traditionally, corporations have considered the evidentiary implications of electronic documents only when they are required for litigation, or when forensic practitioners have focused on collecting IT evidence as artifacts of an investigation. However, successful management of IT evidence is much broader than a mere postmortem activity, and the IT evidence must be managed continuously throughout the records life cycle.

In an electronic business environment, adequate records will not be captured and retained unless the system is properly designed. It is important to note that media for storing digital data, and also formatting the data, are subject to change. For example, a significant number of documents archived by an organization over the past decade may now be largely illegible and incomprehensible because of damage to storage media or because the older file formats are incompatible with newer, currently used formats.
Sometimes digital records need to be archived for a certain period of time, so that, if necessary, they can be presented during the court process. With the current pace of technological development, it is very likely that problems with outdated storage media or formats of data can make the process of returning data very expensive. This can be because of the need to complete the conversion of all data to new media as technology develops or because of the need to keep the old equipment and software.

Digital evidence as a form of physical evidence creates several other challenges:11
- It is a messy, slippery form of evidence that can be difficult to handle.
- Digital evidence is generally an abstraction of some event or digital object.
- The fact that digital evidence can be manipulated easily raises additional challenges for digital investigators.
- Digital evidence is usually circumstantial, making it difficult to attribute computer activity to an individual.

Therefore, digital evidence can be only one component of a solid investigation.

SECURITY
A formal instrument that identifies the rights of access and the regime of restrictions applicable to records is a necessary tool to manage records in organizations of all sizes and jurisdictions. Reasonable security and access depend on both the nature and the size of the organization, as well as the content and the value of the information requiring security.12

Access to records may be restricted to protect:
- Personal information and privacy
- Intellectual property rights and commercial confidentiality
- Security of property (physical, financial)
- State security
- Legal and other professional privileges

Information security is key when discussing legal admissibility issues. The main discussion on this topic is likely to be the authenticity of stored information. When the electronic information was captured by the storage system, was the process secure? Was the correct information captured, and was it complete and accurate? During storage, was the information changed in any way, either accidentally or maliciously? When responding to these questions, information security implementation and monitoring are key to demonstrating authenticity.13

Proof of compliance with the recommendation of ISO/IEC 27001:200514 may provide helpful supporting evidence in court. It indicates that the organization has exercised its duty of care, and will assist the court in assessing the authenticity and integrity of information.15

RECORD STORAGE DECISIONS
The decision to capture a record implies an intention to store it. Appropriate storage conditions ensure that records are protected, accessible and managed in a cost-effective manner. The purpose served by the record, its physical form, and its use and value dictate the nature of the storage facility and services required to manage the record for as long as it is needed.16

It is important to determine efficient and effective means of maintaining, handling and storing records before the records are created and, then, to reassess storage arrangements as the records’ requirements change. It is also important that storage choices be integrated with the overall records management program.

Backup copies of essential business records should be taken regularly. Adequate backup facilities should be provided to ensure that all essential business information can be recovered following a disaster or media failure.

Backup information should be given an appropriate level of physical and environmental protection consistent with standards applied at the main site.17

Technologies used for the initiation and control of the secure transfer of information between the organization and an archive, whether the archive is operated in-house or by a third-party service provider, should be documented. Using cryptographic techniques can be one way to ensure authentication of the sender and the electronic document.

The method of ensuring that received and subsequently stored information is identical to that originally sent should be documented.18 Information can be vulnerable to unauthorized access, misuse or corruption during physical transport, for instance, when sending record media to another location, e.g., the off-site backup facility.

The following controls should be applied to safeguard computer media being transported between sites:19
- Reliable transport or couriers should be used. A list of authorized couriers should be agreed upon with management, and a procedure to check the identification of couriers should be implemented.
• Packaging should be in accordance with manufacturers’ specifications and should be sufficient to protect the contents from any physical damage likely to arise during transit.

• Special controls should be adopted, where necessary, to protect sensitive information from unauthorized disclosure or modification. Examples include:
  – Use of locked containers
  – Delivery by hand
  – Tamper-evident packaging
  – In exceptional cases, splitting of the consignment into more than one delivery and dispatching contents by different routes
  – Use of digital signatures and confidentiality encryption

  Organizations should conduct a risk analysis to choose the physical storage and handling options that are appropriate and feasible for their records. It is important to specify the relationship between the risks and the selected options for treating them. The selection of storage options should take into account access and security requirements and limitations in addition to physical storage conditions. Records that are particularly critical for business continuity may require additional methods of protection and duplication to ensure accessibility in the event of a disaster.

  Risk management also involves development of a disaster recovery plan that defines an organized and prioritized response to the disaster, planning for the discontinuation of regular business operations during the disaster and making appropriate plans for recovery after the disaster.

  All activity is susceptible to disruption from internal and external events, such as technology failure, fire, flood, utility failure, illness and malicious attack. ICT continuity management provides resilience to prevent ICT disruptions and to recover when disruptions occur.

  Disruption to ICT can be a huge risk; it can damage an organization’s ability to operate and undermine an organization’s reputation. The consequences of a disruptive incident vary and can be far-reaching, and might not be immediately obvious at the time. BS 25777 may help organizations plan and implement an ICT continuity strategy.

DIGITAL STORAGE

The storage of records in electronic form necessitates the use of additional storage plans and strategies to prevent loss:

• Backup systems are a method of copying electronic records to prevent loss of records through system failures. Such systems ought to include a regular backup schedule, multiple copies on a variety of media, dispersed storage locations for the backup copies, and provision for both routine access and urgent access to backup copies.

• Maintenance processes may be needed to prevent physical damage to the media. Records may need to be copied to newer versions of the same media (or other new media) to prevent data erosion.

• Hardware and software obsolescence may affect the readability of stored electronic records.

USE AND TRACKING

The tracking of records usage within records systems is a security measure for organizations. It ensures that only those users with appropriate permissions are performing authorized records tasks. The degree of control of access and recording of use depends on the nature of the business and the records it generates. For example, mandatory privacy protection measures in many jurisdictions require that the use of records holding personal information be recorded.

CONTINUING RETENTION

Records identified for continuing retention need to be stored in environments conducive to their long-term preservation. Preservation strategies for records, especially electronic records, may be selected on the basis of their ability to maintain the accessibility, integrity and authenticity of the record over time, as well as for their cost-effectiveness.

Preservation strategies can include copying, conversion and migration of records:

• Copying is the production of an identical copy within the same type of medium (paper/microfilm/electronic), e.g., from paper to paper, microfilm to microfilm, or the production of backup copies of electronic records (which can also be made on a different kind of electronic medium).

• Conversion involves a change of the record’s format but ensures that the record retains the identical primary information (content). Examples include microfilming of paper records, imaging and change of character sets.

• Migration involves a set of organized tasks designed to periodically transfer digital material from one hardware/software configuration to another, or from one generation
of technology to another. The purpose of migration is to preserve the integrity of the records and to retain the ability for clients to retrieve, display and otherwise use them. Migration may occur when hardware and/or software becomes obsolete, or it may be used to move electronic records from one file format to another.

Information may be stored for a considerable length of time and for longer than the lifetime of the current technology. Thus, to ensure the integrity of stored information, it is important to plan from the outset that the information may be subject to a migration process. Such a process may involve a change of media, computer hardware or software.

As a rule of thumb, a storage media migration process will occur approximately every five years. A reliable methodology for dealing with this potential problem is to ensure that data files are stored in an industry standard format, or that viewers for each stored format are maintained. It is also recommended that a restricted number of formats is used for long-term storage, to reduce future storage migration issues.

When making provisions for migrating data files, it is important to include all relevant metadata, including index data and audit trails. These additional data should also be migrated to the new technology without loss of integrity. Records, including audit trails, should be kept of any migration process to which stored data have been subjected, to allow the integrity of the data to be demonstrated beyond any reasonable doubt at any time in the future.

As new technologies become available, other methods may be used to retain electronic records for long periods.

Where records are transferred to an external storage provider or an external archives authority, documentation that outlines continuing obligations to maintain the records and manage them appropriately should be formally established by agreement between the custodian(s) and the transferring party.

**PHYSICAL DESTRUCTION**

Physical destruction of records is carried out by methods appropriate to their level of confidentiality.

Records in electronic form can also be destroyed by reformatting or rewriting, if it can be guaranteed that the reformatting cannot be reversed. Deleting instructions is not sufficient to ensure that all system pointers to the data incorporated in the system software have also been destroyed. Backups containing generations of system data also need to be reformatted or rewritten before effective destruction of electronic information is complete. Physical destruction of storage media is an appropriate alternative, especially if deletion, reformatting or rewriting are either not applicable or are unsafe methods for destroying digital information (for instance, information stored on WORM [Write Once Read Many] media).

It may be necessary to amend, dispose or expunge (i.e., remove without any trace of it ever existing) specific records from information management systems, perhaps to comply with a court order and/or to meet requirements of data protection legislation. The process should be auditable, such that the disposal of a particular document, for example, can be proven. It is also important to obtain any necessary authorization for such processes before implementation.

When positive removal of information from the system is required, identification and deletion of all copies of the information (including backup media) ensure that necessary action has been taken.

The principles of good practice in record keeping are of value even if the need to produce electronic records in court never arises. The effort and resources required to comply bring business benefits, whether the organization is in court or not, in increasing organizational efficiency and improving control over information assets.

**EVIDENTIAL WEIGHT**

Records managers need to be aware of the potential for legal challenge when documents are presented in evidence to a court of law. If the integrity or authenticity of a record is called into doubt in court by suggestions of tampering, incompetence, improper system functionality or malfunction, the evidential weight or value put on the document by the court may be lost or, at least, reduced, creating a detriment to the case.

Records managers need to have readily available evidence to demonstrate and prove the organization’s compliance with legislation, policies and procedures throughout the life of the system. It should also be possible to show that the system was operating as intended in accordance with the organization’s normal business practices. This evidence would be available from records of the monitoring and auditing of system processes.

Because electronic records can be altered easily, opposing parties often allege that computer records lack authenticity because they have been tampered with or perhaps changed.
after they were created. Courts have rejected arguments that electronic evidence is inherently unreliable because of its potential for manipulation. As with paper documents, the mere possibility of alteration is not sufficient to exclude electronic evidence. When specific evidence of alteration is absent, such possibilities go only to the evidence’s weight, not its admissibility.27

The existence of an airtight security system (to prevent tampering) is not, however, a prerequisite to the admissibility of computer printouts. If such a prerequisite did exist, it would become virtually impossible to admit computer-generated records; the party opposing admission would have to show only that a better security system was feasible.

CONCLUSION
Records contain information that is a valuable resource and an important business asset. A systematic approach to the management of records is essential for organizations and society to protect and preserve records. A records management system results in a source of information about business activities that can support subsequent activities and business decisions, as well as ensure accountability to present and future stakeholders.

ICT brings potentially increased, or at least different, risks in terms of civil or criminal wrongdoing and organizations need to be able to protect themselves against those risks. Failure to do so raises governance and accountability issues for which the management of the organization could be held responsible. The fact that the electronic environment is unfamiliar territory does not excuse directors from liability based on lack of knowledge.

One way of proactively addressing electronic records management is to follow a standardized records management process, such as the one recommended in international standard ISO 15489.
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Managing large volumes of data is an ever-growing challenge in business and one that has an impact on the IT industry. This issue is further complicated by the constant need to update software and infrastructure for managing e-mail for numerous employees.

There is a way to filter this information overload. While these challenges cannot be avoided, they can be controlled by adopting an effective records management program. This article outlines step-by-step details to help enterprises build a business case for a robust records management program. It includes helpful insights on how an IT leader can:

- Assemble an essential cross-disciplinary team to help gain senior management’s support
- Identify legal, compliance, operational and other records management risks
- Quantify and prioritize the myriad of records management risks
- Adopt case studies to demonstrate the real-life consequences of poor records management
- Develop a robust records management plan and a proposed implementation budget

**Step 1: Assemble a Cross-disciplinary Team**

A cross-disciplinary team will aid in collecting the information needed to create a business case for investing in records management. First, establish a structure and the associated roles for a cross-disciplinary team, defining responsibilities for each team member. Determine from which areas team members should come, e.g., legal, IT, records management, business areas (such as purchasing, human resources, accounting, engineering and manufacturing) and audit. Select business areas in which records and information pose the greatest risk and impact to the business.

Document the roles, responsibilities, communication plan and meeting architecture, and share them with each team member. Provide individuals with an understanding of their purpose on the team. Address such questions as: How will team members interact? How often will they meet? What is the expected level of involvement for each team member? Gain support from senior executives for the proposed cross-functional team. Senior-level support is essential to securing the individuals who will act as team members—and who are necessary to sustain the initiative within the organization.

Identify who should fill the defined roles as representatives for each area. Seek out people who are well connected in their area. They should be at a level that provides them with access to both the user community and executives within...
their designated areas. And they should have the knowledge to identify risks and the motivation to make things happen.

Step 2: Identify Records Management Risks
Identifying, understanding and prioritizing the risks a company faces are important steps in building a convincing business case for the program. Here are some leading practices:

- Hold working group sessions to identify risks associated with records and the management of records.
- Review business processes, identifying where records are input and output within the process.
- Examine where records enter into the process, are accessed during the process and are generated by the process.
- Consider how records are created, stored, used, maintained, distributed, accessed, preserved and disposed of.

Next, determine if there are any issues or risks associated with any aspect of the process or records life cycle. Are any records likely to be required during a litigation discovery event or a regulatory investigation? Find out if records pose any operational risk during any part of their life cycle. Operational risks may include mishandling, inappropriate access, accessing the incorrect version and inappropriate retention duration. Hold working sessions within the cross-disciplinary team and also within high-risk business areas.

Step 3: Quantify and Prioritize Records Management Risks
While risks are being identified, it is important to capture the impact (or consequence) and probability (or likelihood) of a risk.

The impact of the risk, should it occur, should be quantified based on a numerical scale (1 = low, 2 = moderate, 3 = high, 4 = significant). The numerical impact scale should contain definitions for each level that clearly articulate the criteria for a specific number. Include a monetary amount that might result from a loss and a description of what the loss would entail. For example, “significant” could mean irreversible issues that may lead to costly mitigation or brand risk.

The probability of a risk occurring should also be quantified numerically, based on the likelihood of occurrence (1 = rare, 2 = unlikely, 3 = possible, 4 = likely, 5 = certain). Document risks along with a description containing “if…” statements that describe the risk, along with the numerical impact and probability associated with each risk. Prioritize risks based on a ranking associated with the quantified probability and the impact of the event occurring.

Step 4: Use Case Studies to Show Consequences and Gain Support
A natural reaction to records management programs is to raise the question: Why are we focusing resources on an administrative task? Organizational change management practices show that using specific examples to convey the importance of a program helps gain awareness about why a specific initiative is important and the roles individuals play in making it happen.

Cross-disciplinary team members should collect examples of the impact of poor records management practices from within their own business areas. The team should review the collected examples and select the most relevant and distressing stories to share across the organization. This is an effective way to demonstrate the real-life consequences of improper records management.

For example, the tax department may have examples of expenses that had to be reversed because required documentation could not be found during a tax audit. Legal departments may have examples demonstrating the significantly high cost of searching for and producing information from terabytes or even petabytes of electronically stored information in response to a litigation discovery request. Purchasing departments may have examples of multiple purchase orders for a single vendor that were not properly filed, thus causing the company to miss volume discounts. Collectively, these examples could cost a company millions in losses. Remember, individuals react more favorably to stories that resonate with them and are relevant to the work they perform.

Step 5: Propose a Plan and Estimate a Budget
After completing the previous steps, develop a high-level plan focused on addressing records management challenges. Describe the intended scope of the initiative. Identify milestone activities, prioritize them into a logical sequence and create tentative timelines based on perceived durations. Determine the resource requirements to perform the initiative. These resources should include internal team members, external team members (vendors or consultants), process enhancements and technology requirements. Examine the plan with the cross-disciplinary team and then with executive leadership. It is important to gain support by socializing the plan prior to publishing it in a business case.
Create a budget to correspond with the milestone activities of the plan. This is required to gain approval for a business case. Developing a budget estimation can include:

- Estimating resource requirements
- Determining if outside consultants will be needed
- Determining what technology may be required
- Determining if any other records management vendors may be needed (e.g., offsite storage vendors, imaging vendors)

Work with consultants and vendors to secure realistic budgetary estimates. Finally, vet the proposed budget with executives to gain their support by socializing the numbers prior to publishing the business case.

CONCLUSION

Cost reduction continues to be top priority for most business executives in today’s turbulent environment. As many organizations look to drive costs out of the enterprise, expanding how and where records management is applied is being recognized as an enabler for reducing storage costs and improving the efficiency of routine operations. Realizing efficiencies by increasing an organization’s records management capabilities will require the investment of valuable resources, including people, time and money. Acquiring commitment to expend resources on records management will involve gaining the attention and support of executives with the authority to grant approval and provide access to the necessary assets. Creating a thoughtful and socialized business case lays the foundation for communicating the need, generating awareness of the benefits and providing executive leadership with an estimated return on investment required to gain their approval for the consumption of the scarce resources that will be utilized to improve the organization’s records management program.
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For several years the concept of IT governance has been high on the agenda of organisations. Many projects regarding IT governance have been initiated in various companies and government institutions, to achieve better alignment between IT and the organisation and to obtain the necessary involvement of senior business management in the value creation from IT-enabled investments. Prior research has demonstrated a relationship between IT governance and business-IT alignment. Companies in the financial sector with a high degree of business-IT alignment typically manage mature IT governance practices. IT governance has been underlined as one of the necessary conditions for a better business-IT alignment.

Whether these findings also apply to the small and medium enterprise (SME) market is not known. This article focuses on companies in the SME segment in the Netherlands and discusses findings on business-IT alignment and IT governance practices in organisations in this field.

It starts with a high-level description of the existing literature on business-IT alignment and IT governance. Subsequently, results are discussed on how business-IT alignment was perceived and how IT governance was implemented in a sample of SMEs from the Netherlands.

The main conclusion of this study is that SMEs in the Netherlands score relatively low in the field of business-IT alignment compared to other international benchmarks. Furthermore, it was found that a select organisation with a relative high business-IT alignment score clearly applied better IT governance practices and vice versa. Although the sample is small, this result lines up with earlier results for large organisations, where this positive relationship between IT governance and business-IT alignment was also found.

Business-IT alignment is a complex subject, which makes it difficult to measure in an unambiguous way. The Strategic Alignment Maturity Assessment Method was one of the first concrete models for measuring business and IT alignment. This method provides a comprehensive tool for assessing business-IT alignment in terms of the current situation and what organisations can do to improve alignment.
This method was further validated in 2006, resulting in a list of 22 questions, in which business and IT managers have to give their perception on the degree of alignment on a scale of zero to five. Based on this instrument, the earlier research presented a global business-IT alignment benchmark based on different sectors. An average maturity level of three (on a scale of zero to five) was discerned (see figure 2).

This alignment maturity measurement instrument was used in this exploratory study as a basis for business-IT alignment measurement in Dutch SMEs.

**IT Governance**

As often happens with new management models and principles, many different definitions have been developed for IT governance in recent years. Some important definitions that describe IT governance are:

- IT governance is the responsibility of executives and the board of directors, and consists of the leadership, organizational structures and processes that ensure that the enterprise’s IT sustains and extends the organization’s strategies and objectives.

- IT governance is the organisational capacity exercised by the board, executive management and IT management to control the formulation and implementation of IT strategy and in this way ensure the fusion of business and IT.

- Enterprise governance of IT (EGIT) is an integral part of corporate governance and addresses the definition and implementation of processes, structures and relational mechanisms in the organisation that enable both business and IT professionals to execute their responsibilities in support of business-IT alignment and the creation of business value from IT-enabled business investments.

The recent change to speaking about ‘enterprise governance of IT’ instead of ‘IT governance’ ensures that the primary responsibility of the business is stressed, thereby ensuring that IT governance does not remain a debate within IT.

In the field, COBIT is more and more accepted as a framework for IT management and governance. This framework includes 34 IT governance processes divided into four domains (Plan and Organise, Acquire and Implement, Deliver and Support, and Monitor and Evaluate) and a broad set of processes and control objectives (see figure 3).

The breadth of COBIT may be perceived as overwhelming to small organisations. ISACA and ITGI
Figure 3—COBIT 4.1

CoBIT

Me1 Monitor and evaluate IT performance,
Me2 Monitor and evaluate internal control,
Me3 Ensure compliance with external requirements,
Me4 Provide IT governance.

Po1 Define a strategic IT plan,
Po2 Define the information architecture,
Po3 Determine technological direction,
Po4 Define the IT processes, organizations, and relationships,
Po5 Manage the IT investment,
Po6 Communicate management aims and direction,
Po7 Manage IT human resources,
Po8 Manage quality,
Po9 Assess and manage IT risks,
Po10 Manage projects.

Information Criteria

* Effectiveness
  * Efficiency
  * Confidentiality
  * Integrity
  * Availability
  * Compliance
  * Reliability

Monitor and Evaluate

Plan and Organise

IT Resources

* Applications
  * Information
  * Infrastructure
  * People

Deliver and Support

Acquire and Implement

Source: IT Governance Institute, 2008, COBIT 4.1
have equally recognised this and, for these reasons, COBIT Quickstart was developed.16 COBIT Quickstart is based on a selection of the processes and control objectives and is a 'light' version of the COBIT framework (see figure 4). It presents a simplified version with 32 processes (DS6 and DS7 are not included in COBIT Quickstart) and 59 control objectives, which typically apply to SMEs.

Since COBIT Quickstart is designed for deployment and management of IT governance in SMEs, this downsized framework was used as a basis for measuring the IT governance implementation status in this exploratory study. The assumption here is that COBIT IT processes are a good proxy to measure IT governance practices.

BUSINESS-IT ALIGNMENT AND IT GOVERNANCE IN DUTCH SMEs

Business-IT Alignment

For this study, a sample has been composed containing 20 randomly chosen SMEs in the Netherlands. Each company was asked directly by telephone for cooperation in this study. After confirmation, the companies received a digital questionnaire with which business-IT alignment was measured. The questionnaire was based on the alignment instrument developed by Luftman.17 This instrument consisted of a questionnaire with 22 questions posed to business and IT managers, in which they scored business-IT alignment on a scale of zero to five. This questionnaire was supplemented with two questions on IT intensity. These IT intensity metrics measure, per company, the relative amount of budget spent on IT in general and on strategic investments specifically. The latter was asked to enable comparison of similar types of organisations, with a focus on comparing organisations with high IT intensity.

Ultimately, 13 workable data sets were collected. For both alignment (A) and IT intensity (I) a mean score was calculated (all scores on a scale of five) (see figure 5).

The results show a rather low score for IT intensity for this sample of SMEs. This might suggest that for many companies in this sample, IT may not be seen as a strategic asset. The main conclusion, however, is that SMEs in the Netherlands score rather low regarding business-IT alignment. Under alignment, no responding company reports achieving a maturity level of 3 (the global average as can be seen in figure 2). Out of the 13 analysed companies, 10 have reached level 2 and three companies have achieved only level 1.

To give a further explanation on the differences in business-IT alignment, two extreme cases were selected from this sample. The selection of the extreme cases was made based on:

- Outliers in the results of business-IT alignment (one low-scoring and one high-scoring company)
- Firms with high IT intensity

Based on these criteria, Company 3 and Company 10 were retained for further analysis.

IT Governance

As previously indicated, COBIT Quickstart forms a suitable framework to analyse the IT governance practices in SMEs. At each company, during an onsite visit, this framework was used as the basis for measuring IT governance implementation status. For each of the 32 COBIT processes described in COBIT Quickstart, an implementation status was measured.
using the scores shown in figure 6. This estimation was made based on several interviews in the organisations, supplemented by documentation such as internal documents and presentations.

<table>
<thead>
<tr>
<th>Score</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Management is not aware.</td>
</tr>
<tr>
<td>1</td>
<td>Management is aware.</td>
</tr>
<tr>
<td>2</td>
<td>The will to implement solutions exists.</td>
</tr>
<tr>
<td>3</td>
<td>Implementation is started.</td>
</tr>
<tr>
<td>4</td>
<td>Implementation is on track.</td>
</tr>
<tr>
<td>5</td>
<td>Solution is implemented.</td>
</tr>
<tr>
<td>6</td>
<td>Solution is well maintained.</td>
</tr>
<tr>
<td>7</td>
<td>Solution is optimised.</td>
</tr>
</tbody>
</table>

Extreme Case 1: Company 3
The first in-depth study was conducted in Company 3, a trading company with more than 250 employees. The information and communication technologies (ICT) department, part of the administration, consists of two people—the head of IT and the technical system administrator. The head of IT is mainly responsible for the functional/operational issues. The technical system administrator is responsible for the technical/hardware issues. Figure 7 shows the average score per COBIT Quickstart domain. Three areas scored below 3; only Monitor and Evaluate nearly scored a 4. The overall average implementation score for all the processes together was 2.7, implying that the IT governance implementation is not yet started (see the scale in figure 6).

The rather low observed implementation status of the COBIT IT processes can be explained by the fact that within this case company, IT is primarily viewed as a supporting cost centre and not as a value-creating activity. As such, there was little attention to improving the IT governance approach. Also, the organisation has limited resources (people) to address these IT governance issues. Moreover, it appeared that most of the processes and knowledge were not documented, again explaining the relative low scores, certainly in the Plan and Organise domain. The relatively high score in the Monitor and Evaluate domain is explained by the fact that the company does have a documented internal control policy, which is evaluated and audited regularly by external experts (accountants).

Despite all of this, the case company recently started a step-by-step implementation of the most relevant COBIT IT processes, with the objective to improve its IT maturity.

Extreme Case 2: Company 10
The second in-depth study was conducted in Company 10, a social labour supply entity with more than 1,300 employees. The IT department of Company 10 consists of seven individuals and is divided into network and application management. The IT department consists of a head of ICT, three network administrators and three application managers. Figure 8 shows the average implementation score per COBIT Quickstart domain. All areas scored around 4 on average, showing that implementation is well underway. The overall average score of all the processes was 4.1.

The overall conclusion is that part of the company’s COBIT Quickstart processes have been implemented and that the implementation of the other (relevant) parts has
started or is already well underway. The relatively high score can be explained by the fact that the IT policies were being defined in the context of a large internal reorganisation. Also, a recent failed ERP project raised awareness for the need for better IT governance practices. This explains the high score in the domain of IT development (Acquire and Implement). The high score in the Plan and Organise domain is a result of well-organised COBIT Quickstart processes regarding technical infrastructure and organisational aspects of the IT department. Furthermore, the Deliver and Support domain is covered by detailed service level agreements and backup facilities. The scores in the Monitor and Evaluate domain are explained by the existing regular processes of reviews and audits of external experts. Furthermore, part of the developed IT policy includes defined key performance indicators, with which the company intends to measure the performance of IT more concretely in the future.

**Comparing IT Governance and Business-IT Alignment**

Figure 9 puts together the results of the business-IT alignment and IT governance measurements and illustrates that the company with high business-IT alignment maturity (top of the figure) clearly possesses better IT governance practices (bottom of the figure) as compared to the company with a lower business-IT alignment maturity.

This field study is based on a very limited sample and, therefore, should be interpreted carefully. Nevertheless it may be argued that this outcome illustrates and parallels earlier findings on the relationship between IT governance and business-IT alignment and that, for this sample, it can be extended to SMEs.

**Conclusion**

This article discusses the results of a limited field study on IT governance and business-IT alignment in SMEs in the Netherlands. The main conclusion of this analysis is that in the sample taken, SMEs in the Netherlands are on average not very IT-intensive and score low in the field of business and IT alignment. Further, it was shown for two extreme case companies, with relatively high IT intensity scores in this sample, that the organisation with the lower business-IT alignment results clearly had a lower IT governance
implementation status, compared to the organisation with the highest business-IT alignment maturity.

Of course, the extent and size of the study sample was limited, but notwithstanding this, it lines up with the results of prior research (in other sectors and environments). As with the prior research, the results indicate that organisations with a better set of IT governance practices are likely to score better in terms of business-IT alignment and vice versa. Further studies in the field of SMEs are required to better understand business-IT alignment in this environment and how IT governance can help in improving alignment.
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A Higher Level of Governance—Monitoring IT Internal Controls

In the past few years, senior management’s interest in good internal controls has increased. Surveys in recent financial magazines show that many chief financial officers (CFOs) would like to have internal control monitoring programs in their enterprises, but do not know where to start to develop a program.1, 2

WHAT HAS CHANGED
Many public and private agencies are requiring verification that internal controls are in place and operating effectively—at all times. In the US, the Sarbanes-Oxley Act of 2002 mandates effective controls for financial reporting. Many companies, particularly in Europe, require certifications that show compliance with various International Organization for Standardization (ISO) process standards. Credit card companies are requiring compliance with the Payment Card Industry Data Security Standard (PCI DSS). Internationally, privacy laws are gaining public attention. Companies need to ensure ongoing compliance in many business areas.

Compliance with laws and regulations is generally the responsibility of business management. Business management should lead the identification and implementation of good internal controls. Traditionally, internal audit organizations, IT compliance functions and public accountants have performed audits and reviews to measure compliance with company internal control processes, laws and standards.

However, audits and separate reviews determine internal control effectiveness only at a single point in time. Controls tend to degrade over time and between audits. With the current growing focus on internal controls, it is no wonder that both senior IT and finance management are now more interested in control monitoring.

WHERE TO START? MONITORING PROGRAM SPONSORSHIP
Strong sponsorship and tone at the top are required for an effective monitoring program. Unlike audits and separate compliance reviews, monitoring requires ongoing testing and evaluation. Detailed sampling and testing for a monitoring program may need to be performed by IT staff or those in business operations, rather than by corporate audit and compliance organizations. Management of the areas in the scope of monitoring programs needs to understand the benefits of the monitoring program. Having the support of senior management will help facilitate cooperation of staff members who will need to perform the monitoring process.

An easy-to-understand project plan or project charter will facilitate communication with senior management and the business operations areas under consideration for monitoring and include the following steps.

Step 1—Prioritize Risks
One of the challenges IT professionals may face when being involved in a monitoring project is linking IT risks to business risk. This requires focusing on IT processes to determine how the business may be affected by internal and external IT risk factors.

This involves understanding:
• Each business process and the role IT plays in that process
• The business objectives, related risks and key controls associated with the business process

Asking and answering questions such as the following can facilitate the IT professional’s understanding of the business process and the internal control environment:
• What is the objective of the business process?
• When and how does the process start? What are the triggers? Is there only one trigger or are there many? Have they all been identified?
• When and how does the process end?
• Which process steps or control activities are automated? Which are performed manually? Who performs the manual control activities?
• How is success (achievement of the predicted outcome) measured? Do the metrics cover the essential parameters to determine whether the objective is being met? These parameters include:
  • Effectiveness—Does it meet the output criteria (i.e., deliver what was ordered) with the promised quality and timeliness?
  • Efficiency—Are resources managed well?
  • Reliability—Does it meet specifications?
  • Other key factors—Are security, timeliness, confidentiality, integrity, availability and compliance addressed?
  • Who is accountable for the overall process performance?
  • Can process participants and their related roles and responsibilities in the process be identified?
  • What other information is utilized in the process?
  • Are significant risks related to the business process identified and prioritized?
  • Are control activities defined to address higher-priority risks?

Risks should be considered in the context of organizational/business objectives so they can be prioritized and appropriate resources can be allocated to manage them. A formal risk assessment can identify and evaluate the full range of risks against the stated business objectives and the enterprise’s unique business environment. It also can highlight functional areas that are most likely to impact enterprise objectives so that management can make informed choices about where to focus their monitoring efforts. No enterprise has unlimited resources. Information, people, applications and infrastructure allocated to reduce risk in one area inherently deplete resources that could be employed in other, potentially higher-risk areas.

Step 2—Identify Key Controls and Information
Start by identifying key controls in the process area under consideration for monitoring. In many organizations, processes have already been documented through past audits or compliance reviews. Using existing available documentation will help maintain focus on key controls—monitoring should focus only on key controls. Key controls are those that, if they fail, could materially affect the business objectives of the process or the organization. Past audits or reviews may help to identify controls that frequently fail or are more susceptible to business changes.

It is also important that the baseline of effective internal controls be identified and defined. The characteristics of the effective operation of the key controls identified need to be known to understand under what circumstances variation to the baseline would result in control failures. Past audit or review work can help to provide necessary information. By selecting key controls that address risks, management can efficiently focus its limited resources on high-value control activities.

Figure 1 describes considerations relating to the complexity and maturity of business and IT process control types.

<table>
<thead>
<tr>
<th>Process Criteria</th>
<th>Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>More complex</td>
<td>Use existing process documentation methodologies, such as Six Sigma’s Suppliers, Inputs, Process, Outputs, Customers (SIPOC), to identify controls that may benefit from monitoring.</td>
</tr>
<tr>
<td>Less complex (mature, routine or not complex)</td>
<td>Select monitoring activities that can be leveraged across multiple controls. Use existing technology or off-the-shelf tools for monitoring controls with minimal investment.</td>
</tr>
<tr>
<td>More mature (well defined and managed)</td>
<td>Integrate control monitoring into the daily business process operations (and the business process documentation) to add value.</td>
</tr>
<tr>
<td>Less mature</td>
<td>Once a control baseline is established, implement more frequent and stringent monitoring of the control until a control baseline is established.</td>
</tr>
</tbody>
</table>

Broad monitoring coverage for all key controls can be achieved by using a combination of direct and indirect information sources. Monitoring depth and frequency of specific key controls can be further determined by considering the following:

• How directly does the control support the relevant business objectives?
• What risks does the control address, and how important are they?
• Is the control considered a key control?
• What are the feasibility and costs of monitoring the control (using either direct or indirect information)?
• What is the nature of the control? Is it manual or automated, detective or preventive, etc.? If manual, is it dependent on IT information or an IT process for its effectiveness?
• If historical data are available, what is known about the maturity and past operating effectiveness of the control?

Once these factors are considered, the process of identifying the controls to be monitored and the information source for monitoring (direct or indirect) can begin. The following actions should be taken:

• Identify controls that are in scope for monitoring—Although key controls should be monitored, the degree of
monitoring may vary based on the relative risk and value of each control. For example, those controls that address risks related to the most important business objectives and those that support multiple objectives may be monitored more extensively.

- **Determine the information sources available for monitoring**—Direct information is more effective than indirect information in ongoing monitoring and it usually allows for fewer separate evaluations. Information that comes directly from the control process is preferable to indirect information. Direct information is generally highly persuasive because it provides an unobstructed view of control operation; direct information comes directly from the execution of the control. In addition to direct information, however, indirect information such as key performance indicators (KPIs) may be useful. KPIs, as found in ISACA’s COBIT framework, can provide an excellent source for determining potential indirect monitoring measures.

In short, the management team expects that its most important processes will be both well defined and tightly controlled. The rigor of managing and measuring a process can vary, however, and depends greatly on how the enterprise interprets the relative importance of one process in comparison to others.

### Step 3—Implement Monitoring

Implementing a monitoring program begins with the development of a project plan. Six Sigma and other project management methodologies provide excellent templates for planning and communication. **Figure 2** provides an example of a practical project charter template.

Once the project plan has been developed, the process of determining the frequency for monitoring, developing the monitoring procedures and setting thresholds for monitoring that utilize indirect information can begin. The following actions should be taken:

- **Determine monitoring frequency**—A determination must be made regarding the use of ongoing monitoring, separate evaluations or a combination of both techniques. When ongoing techniques utilize highly persuasive information (i.e., direct information), they can routinely provide evidence that a control is operating as intended. If they use less persuasive information (i.e., indirect information),

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business case</td>
<td>Describes the benefits for undertaking a monitoring project. Why is this monitoring project important to the enterprise? What are the risk implications of the failure of key control(s) selected for monitoring? Why is it important to do it now? How does the monitoring project align with enterprise goals? What are the consequences of not doing this monitoring for the enterprise?</td>
</tr>
<tr>
<td>Problem/opportunity statement</td>
<td>States what problems or needs the initiative will solve and clarifies the “why” of undertaking the project. For example, control failures within the software change management process can result in processing errors and other control failures affecting enterprise operations and can make excessive rework necessary within the IT department.</td>
</tr>
<tr>
<td>Goal statement</td>
<td>Defines the objective of the project in measurable terms. The goal statement should solve the potential problems identified in the problem/opportunity statement. The goal statement provides direction for detecting control failures, leading toward solutions. For example, monitoring of key controls within the change management process—specifically, the use of formal change request forms, approval of change requests by authorized personnel and testing of all changes in compliance with enterprise policy—will increase system reliability, help availability, decrease rework and help contain cost.</td>
</tr>
</tbody>
</table>
| Scope                                  | Defines the boundaries of the project and should answer the following questions:  
  - What parts of the enterprise or business processes are included in the scope?  
  - Where will the work be performed?  
  - What parts of the enterprise or business processes are not included in the scope?  
  - What is the role of IT and users in this project?  
  - Can the project be subdivided so that a pilot area can be reviewed first to test the assumptions, data collection and testing processes? |
| Approach                                | Defines the information, methods and tools selected for monitoring projects. The type of sampling may also be documented. |
| Timeline and budget                     | Documents the major milestones, timing and estimated costs for the project. At a minimum, the plan should consider the time for the design, implementation, testing and periodic follow up on results. It should also identify any out-of-pocket costs that may be incurred, including any ongoing maintenance costs and, if appropriate, internal personnel costs. |
| Project team                           | Identifies the monitoring team. The team members should include people with a good knowledge of the business process. They should have IT skills that enable them to understand the IT processes and controls. If specialized IT automated audit tools are required to obtain sample transactions for review, someone on the team needs to have the skills and experience to develop the automated testing process. |
| People accountable and responsible     | Identifies the senior management personnel who are accountable for the monitoring project, and identifies the leaders of the monitoring project and key members of the business process teams involved in the monitoring |
| Evaluation and feedback                 | Identifies how project success is going to be measured. It may consist of nothing more than reviewing the results of the monitoring activity and determining whether the goals of the project were realized. For example, using the goal statement example, evaluation may consist of review, on a periodic basis, for positive changes to the metrics around system reliability, help availability, rework and cost containment. |
additional separate evaluations may be required more frequently. In both cases, separate evaluations may be required periodically.

Automation is another consideration in determining the frequency of monitoring. In general, based on the assessed level of risk (key control or not), automated controls require less frequent monitoring of their automated aspects because once the control is verified to be working properly, automated aspects are unlikely to change unless change management controls cannot be relied upon. Nonautomated aspects, such as follow-up on reported exceptions, may require more frequent monitoring, depending on the risks. An automated control may allow for even greater usage of indirect information, once the initial baseline for using direct information has been established, as system controls are less likely to degenerate than manual controls if—and only if—the underlying IT general controls are effective.

- **Develop monitoring procedures**—A monitoring procedure needs to be developed for both ongoing and separate evaluations. The project plan should specify the information source to be utilized for each approach. Enterprises using indirect information as a source for ongoing monitoring will still find it necessary to perform a separate evaluation using more persuasive or direct information. In addition, monitoring procedures that provide comfort over more than one control may be given preference over more targeted procedures (e.g., the review of a change control ticket may provide evidence of business sign-off, testing results and the existence of a back-out plan).

- **Determine thresholds for monitoring when utilizing indirect information**—Indirect information cannot provide positive assurance that a control is operating effectively; however, indirect information can be a good indicator of the effectiveness with which the process meets its overall performance objectives. If such indirect information suggests that the performance objectives are not being met, this may indicate that the related key controls are not functioning effectively. A tolerance window for the deterioration of a key metric or indirect monitoring should be established to trigger the need for direct monitoring or other follow-up action.

To be successful, accountable process owners need to be able to rely on the monitoring process itself for reliable results. Consequently, their involvement is essential during the development process and once the monitoring process is operational.

To ensure correct results and conclusions, the monitoring process must be repeatable and it must minimize the variations in how monitoring is performed. In cases in which a monitoring process is critical to an enterprise, it may be necessary to implement controls over the monitoring process itself to detect and manage variability in how the data are extracted, validated, analyzed and reported.3

Wherever possible, monitoring programs should leverage automation. Automation of testing can reduce the effort needed to perform internal control monitoring and reduce resistance to implementation of a monitoring program. Automated monitoring is less likely than manual monitoring to produce variations in the monitoring processes. As stated previously, effective IT general controls must be in place for development and subsequent operation of automated monitoring solutions. These include controls over software development, software maintenance, and system and user testing. Such controls are covered in detail in various ISACA publications, such as COBIT® 4.1, Enterprise Value: Governance of IT Investments, The Val IT™ Framework 2.0 and the IT Assurance Guide: Using COBIT®.

After monitoring program design and implementation are complete and the system is operational, processes need to be in place to monitor and assess the results. Although testing would have been performed to validate functionality during development, ongoing activities that need to be considered include:

- Reviewing the monitoring results to minimize false positives or negatives and to ensure valid, current and timely results. Control failures may be reported when, in fact, they are not failures because the business itself has changed. This would be more likely to be true with continuous controls monitoring solutions vs. manual monitoring processes.
- Determining the reason for the control failure
- Reporting results back to the project sponsors, along with any recommendations, so they can implement corrective actions

Once the monitoring process flags a potential control failure, identifying the root cause will aid in defining appropriate corrective actions. The goals of root-cause analysis are to identify and correct the primary reason for the failure of the controls. More information may need to be gathered, such as when, where and how the failure occurred. Did it occur because of a recurring condition that could be resolved by process improvements, or was it due to a less common or special circumstance that would have been difficult to predict or anticipate? Further testing or sampling may be required to determine whether the failure is repeated.
It is important to identify the appropriate levels of enterprise management that must be informed about the condition or event, the type of corrective action that is or will be taken, and the expected time frame for mitigation (assuming it is not postrecovery). Management should receive information that is clear and concise (preferably stated in nontechnical business terms) to enable efficient and effective understanding of the impact to the enterprise and clients.

As a minimum for reporting, the results of monitoring should include the items listed in Figure 3.

<table>
<thead>
<tr>
<th>Item</th>
<th>Related Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem statement</td>
<td>Identify the problem, e.g., control failure.</td>
</tr>
<tr>
<td>Cause identification</td>
<td>Describe the root cause of the control failure.</td>
</tr>
<tr>
<td>Perspective on risk</td>
<td>Describe the risk to the business process created by the control failure. For example, the risk may be lack of compliance with a particular standard or regulatory requirement. Also, describe any adverse consequences that might have occurred.</td>
</tr>
<tr>
<td>Recommendations</td>
<td>Identify the corrective action, including what is to be done, by whom and by when (estimated completion date). Any follow-up actions should also be discussed.</td>
</tr>
</tbody>
</table>

Any warranted and cost-justifiable changes should be noted, and any changes resulting from corrective actions taken should be mapped back to any processes affected. Documentation should be updated and appropriate personnel notified. Also, the monitoring process should be regularly reviewed to help ensure that the monitoring process and the controls it monitors continue to operate effectively.

CONCLUSION

Senior management is interested in saving time, money and other resources in business processes. Finance and IT management want to know that internal controls under their responsibility are operating effectively at all times. Internal audit and IT governance personnel can meet the needs of their management through the development of efficient and cost-effective internal controls monitoring programs.

To develop a good internal controls monitoring program, the following are needed:

- Management sponsorship and tone at the top
- An understanding of business processes, objectives and organizational structure
- An established baseline of effective internal controls from the past or from a current review
- Identification of key controls and prioritization of risks
- Identification of information for monitoring controls (direct information is best)
- A good project plan and implementation of monitoring
- A report on the findings of the monitoring processes
- A follow-up process for corrective actions

EDITOR’S NOTE

The new ISACA publication Monitoring Internal Control Systems and IT is available in the ISACA Bookstore and posted for complimentary download on the ISACA web site, www.isaca.org.

ENDNOTES

1 CFO Magazine, 10 December 2009
2 CFO Magazine, 12 January 2010
3 An analytically based process is available to help ensure the accuracy of monitoring. Measurement Systems Analysis (MSA) is a Six Sigma-based process for analyzing the monitoring processes for potential variation and defects. For further information on how to create and use an MSA process, refer to a Six Sigma Black Belt resource or to web sites such as iSixSigma.com.
By Myles Mellor

www.themecrosswords.com

DOWN
1 Technologies that help protect information from unauthorized access while enabling use by legitimate users, abbr.
2 Take advantage of
3 Continuous auditing and monitoring, abbr.
4 Walkway
5 “___ questions?”
6 Top score in many tests
7 “Reformed” criminal cracker: ____ hacker (2 words)
8 Google’s promise: not to be ___
9 Budgeting figure
10 Acid measurement, abbr.
11 Copy
12 Source of danger
13 Outdated
14 Another of the three core capability areas around which the DGPC framework is organized
15 Piece of code used for converting parameters
16 Connecticut (USA) locale
17 Security and penetration specialists (2 words)
18 Kind of chart
19 Go online (2 words)
20 ____ Analysis Matrix (2 words)
21 Period of business interruption
22 Escape, as in business secrets (2 words)
23 Overtime, for short
24 “___ policies throughout the confidential data life span”
25 Demanding strict attention to rules and security
26 Affordability and risk maxim: “the more downtime and data loss approach ____, the higher the cost will be”
27 Watch
28 Hawaiian bird

ACROSS
1 US president who said: “The plan is nothing. Planning is everything.”
3 Key tool for conducting fraud and IT audits, abbr.
7 Obsessive computer enthusiasts
10 Data ___
11 Reputation
12 Plans, with out
14 Combine into a working whole
16 Place, for short
17 Old, for short
18 One of the three core capability areas around which the DGPC framework is organized
19 Expert in underhanded activities
20 Privacy protection concern, abbr.
22 Member of a colony
23 Selects
25 Kind of chart
28 Go head __ head
30 Certificate of insurance, briefly
31 Jellied delicacy
32 Dynamic connection from 3 across to the operational database, abbr.
33 Green light
34 Escape, as in business secrets (2 words)
35 Overtime, for short
36 “_____ policies throughout the confidential data life span”
37 Demanding strict attention to rules and security
38 Affordability and risk maxim: “the more downtime and data loss approach ____, the higher the cost will be”
39 Watch
40 Hawaiian bird

(Answers on page 54)
Gan Subramaniam, CISA, CISM, CCNA, CCSA, CIA, CISSP, ISO 27001 LA, SSCP, is the global IT security lead for a management consulting, technology services and outsourcing company’s global delivery network. Previously, he served as head of IT security group compliance and monitoring at a Big Four professional services firm. With more than 16 years of experience in IT development, IS audit and information security, Subramaniam’s previous work includes heading the information security and risk functions at a top UK-based business process owner (BPO). His previous employers include Ernst & Young, UK; Thomas Cook (India); and Hindustan Petroleum Corp., India. As an international conference speaker, he has chaired and spoken at a number of conferences around the world.

Q My organisation got certified for BS 7799 and then later got the certificate upgraded to ISO 27001:2005. One area in which we feel the organisation is weak relates to security compliance. We believe and have been told by our auditors that we do not have appropriate measurement systems in place to measure the effectiveness of our levels of security compliance.

What is your advice? Should we implement any tools? How do we achieve our objectives with minimal costs? Ours is a small to medium-sized organisation and we cannot afford a huge expenditure to make this happen.

A A famous quote of management’s: ‘What you cannot measure, you cannot manage’. I strongly agree with the quote. If we need to manage something effectively, we should be able to lay our hands on metrics relating to the same.

Having dealt with topics on security metrics in the past, let us discuss more in terms of a generic framework and the need for a structured methodology to determine the metrics. Not all metrics or measures are essential or useful to all organisations.

My formula on effectiveness metrics is very simple and straightforward. We should aim for the measurement of the following metrics:

- Exceptions to policies and standards
- Incidents
- Status of compliance with key control parameters
- Tracker on issues identified and reported in audits

Policies and standards dictate the baseline controls expected to be in place across the organisation. Unless specifically stated in polices and standards, the tenets of the policy will, or rather must, apply to everyone in the organisation. At the same time, it is understood that there will be compelling business needs where exceptions to the policies and standards have to be granted.

However, it is essential to have a foolproof exceptions-approval process in place. The requests for all such exceptions must be tracked using a repository of any form; the risks that get opened due to the granting of exceptions must be clearly documented in the same repository, against each of the requests. The compensating controls to mitigate any potential risks and outstanding residual risks must also be documented in the repository. Depending on the quantum of residual risks and exposure, there should be a multi-staged approval process to give a green signal in terms of exceptions.

Exceptions granted must be for set or predefined periods only, after which they must expire automatically. The repository system must have inbuilt features, ideally, to notify the users in advance that their exceptions requests will be expiring soon and asking them to reapply for the same.

If such a system were to exist and function, the information on exceptions in the repository would be of value to measure the effectiveness of security and it would form part of the framework.

Tracking of incidents is the next most important part of the framework. An incident-free regime is next to impossible. No number of security controls can ever lead to or guarantee zero incidents. If people tell you that they have nil security incidents in their organisations, it means that they are kidding you or themselves. Something may be fundamentally wrong in their definition of incidents and/or their incident management policies.

It is essential to develop and roll out a process to report and track incidents. The size of the potential or actual impact caused should determine the various escalation levels of reporting. Needless to say, all incidents reported must be tracked centrally, through a repository system.

It is essential to determine and understand whether any patterns or trends emerge out of the reported incidents. Trend analysis of incidents renders better information than incidents looked
at in isolation. I am not ruling out the need to do a post-
incident review in terms of lessons learnt individually, but
my point is that taking a holistic view can render better
information whilst we undertake any trend analysis.

The third component of this framework relates to the
compliance status of the various control parameters chosen
in terms of security. Whilst a number of controls may get
implemented and rolled out as enunciated by the various
policies and standards, it is important to classify the controls
and segregate the most important ones amongst the various
others. Not all controls may be measurable and not all
of them may be subjected to measurement. Once the key
controls are identified, it may be easier to seek the status of
compliance for those key controls. Let us take the simple
example of desktops or workstations. Whilst there can be
a multitude of parameters against which standards can be
set, it may work out to be a costly proposition in terms of
time and efforts to measure the status of all parameters. So,
key parameters such as domain membership (assuming the
organisation is operating in a typical Windows environment)
and antivirus precautions may alone be measured. Given
that various controls are pushed through the central domain
policy, a domain membership can, in general, mean that a lot
of controls are in place, eliminating the need for doing any
individual checks.

The last component relates to the tracking of issues
identified during the course of various internal and external
audits. A culture in which people fear audits and feel that
they may get penalised for adverse findings reported in audit
reports is not going to help the organisation in the long run.
Appearance and reporting of issues in any audits should
never be construed as something linked to an individual’s
performance in that area. Audits are there to identify and
unearth issues given their independent perspective, and it is
essential to track them to closure. People can be penalised for
not closing the issues effectively or if the same issues recur
again and again in audit reports.

Given the size and complexity of your small to medium-
sized organisation, I do not envisage any other special
requirements. Of course, you know your organisation
better than anyone else and can best determine the
right requirements.

Help Clarify the Complex
A platform for discussion and collaboration to advance enterprise governance.

The new Taking Governance Forward web site has been launched to
help put all the pieces of a governance system—objectives, enablers,
views, roles, activities and relationships—together. By delivering the
results as an interactive web site, ISACA believes this will encourage
more deliberation and discussion, and provide a dynamic way
for everyone to contribute to the current market debate on what
governance is and how it works.

The objective of this initiative is to reach an agreement on
a universally acceptable definition of governance; to clarify the
debate on governance by providing a comprehensive, yet simple-to-
use overview of the components and relationships of governance.
**Quiz #133**

Based on volume 4, 2010—Toolbox for IT Auditors

Value—1 Hour of CISA/CISM/CGEIT/CRISC Continuing Professional Education (CPE) Credit

**TRUE OR FALSE**

**HOESING ARTICLE**
1. The VMware ESX 3.5 virtualization host can provide details of the current configuration by issuing the config-info command.
2. Kismet is a commercial software tool used to assess Payment Card Industry Data Security Standard compliance for wireless access points.
3. Analyzing a single file may not produce useful audit information; often, additional data in secondary files are needed to fully understand the original file.

**BELL ARTICLE**
4. Statement on Auditing Standards No. 70 is a defined standard developed by the American National Standards Institute as a set of criteria a service or user organization's auditor should use while assessing the outsourced internal controls of a service organization.
5. A Type I service auditor’s report is a thorough report of a Statement on Auditing Standards No. 70 audit because it contains a description of the controls in place following a minimum testing period (generally six months or longer). A Type II report examines controls over only one or two days, which arguably has limited value to a user organization.
6. Triple Constraint consists of scope (project size, goals, requirements), cost (people, equipment, material) and schedule (task durations, dependencies, critical path), with quality a requirement for all three constraints.

**REED, WANG AND DUTTA ARTICLE**
7. A number of studies show that much of the data warehouse information available to business users is not accurate, complete or timely.
8. Causes of information errors within data warehouses include changes in the source system and process failures.
9. Control X2—validation that the extraction, transformation and loading (ETL) process is accurate and complete—involves monitoring transactions and processes, e.g., source to ETL, and data warehouse to data mart.

**FARAHMAND ARTICLE**
10. In September 2009, the Public Company Accounting Oversight Board found, from a review of more than 250 audits, that areas for improvement include risk assessment, consideration of fraud, entity-level controls and deficiency evaluation.
11. Four key risk factors for fraud are inherent susceptibility, keys to the kingdom, process maturity and organizational maturity.
12. According to the article, there was a real-life situation in which a systems administrator planted a logic bomb that cost the company more than US $4 million in remediation efforts.
13. One example of an SDLC-related risk is the introduction of trapdoors in new or modified code from a lack of code review.
14. The American Institute of Certified Public Accountants defines cloud computing as “a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources.”
15. Use of the cloud is contingent on accessing the Internet and the cloud servers.
16. Individuals are less likely to perceive information collection procedures as privacy-invasive if information is collected in the context of an existing relationship and they believe the information will be used to draw reliable and valid inferences about them.
17. Merrill Lynch estimates that within the next five years, the annual global market for cloud computing will surge to US $9 million.
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The specialised nature of IT audit and assurance and the skills necessary to perform such audits require standards that apply specifically to IT audit and assurance. One of the goals of ISACA® is to advance globally applicable standards to meet its vision. The development and dissemination of the IT Audit and Assurance Standards provides a common language for the audit and assurance community. The framework for the IT Audit and Assurance Standards provides multiple levels of guidance.

- **Standards** define mandatory requirements for IT audit and assurance.
- They inform:
  - IT audit and assurance professionals of the minimum level of acceptable performance required to meet the professional responsibilities set out in the ISACA Code of Professional Ethics
  - Management and other interested parties of the profession’s expectations concerning the work of practitioners
  - Holders of the Certified Information Systems Auditor™ (CISA®) designation of requirements. Failure to comply with these standards may result in an investigation into the CISA holder’s conduct by the ISACA Board of Directors or appropriate ISACA committee and, ultimately, in disciplinary action.

- **Guidelines** provide guidance in applying IT Audit and Assurance Standards. The IT audit and assurance professional should consider them in determining how to achieve implementation of the standards, use professional judgement in their application and be prepared to justify any departure. The objective of the IT Audit and Assurance Guidelines is to provide further information on how to comply with the IT Audit and Assurance Standards.

- **Tools and Techniques** provide examples of procedures an IT audit and assurance professional might follow in an audit engagement. The procedure documents provide information on how to meet the standards when performing IT auditing work, but do not set requirements. The objective of the IT Audit and Assurance Tools and Techniques is to provide further information on how to comply with the IT Audit and Assurance Standards.
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- G28 Computer Forensics Effective 1 September 2004
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